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Abstract

The analysis of the known approaches to solving the problem of organization of transportation
by a convoy of vehicles showed that due to the existence of a large number of brands and types
of vehicles, from which the convoys are formed, various tactical and technical characteristics
of the samples of technology, a branched network of roads, multi-variants the choice of route,
the possible development of the traffic situation, they do not solve the problem of efficient
organization of traffic, although the article shows the urgency and weight of such a problem.
Therefore, the purpose of this study is to substantiate possible approaches to the solution of the
problem of organizing transportation by a convoy of vehicles, as well as their formalization.
The article analyzes the problems of optimization of the military convoy composition and the
choice of the optimal route for its movement from the point of their complex combination to
solve the systematic problem of the organization of transportation by the convoy of vehicles.
On the basis of the analysis, a multicriteria optimization problem was formulated, including
criteria and a system of constraints which included all criteria and limitations of the constituent
problems, and substantiation of possible approaches to its solution. The proposed approaches
make it possible to: classify the tasks of organizing the march; generate algorithms for solving
the problem under study in each of the productions; to evaluate the limited possibilities of the
analytical methods available to solve the applied tasks of organizing a march; evaluate possible
approaches to forming a mathematical apparatus to solve these problems; to conclude the need
to develop information technology that would ensure the solution of the problem of organizing
the march in any setting.

Keywords
Optimization problem, Multicriteria, Mathematical Model, Algorithms, Information
technology.

1. Introduction highly dependent on the timely arrival of the

military convoy at the intended destination. For
effective transportation of various cargoes by land
various modern vehicles with wide possibilities
are used. Before scheduling transportation, it is
possible to optimize the composition of the
convoy of vehicles taking into account a wide

To date, the issue of optimization of
transportation is extremely important in various
fields of human activity, in particular, when
solving various tasks of the logistics sphere. The
successful implementation of many relocations is
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range of factors [1]. In the next step, it is necessary
to solve the problem of determining the optimal
route of movement of the military convoy. A
sufficiently extensive network of highways
provides a significant number of possible routes
that combine the departure point with the
destination. Such variance, of course, is observed
even at the small distances that need to be
overcome. The choice of the optimal route can be
significantly influenced by the dynamics of the
development of the road situation. Due to the
influence of the predicted and stochastic factors,
the speed of movement of the convoy on
individual sections of the route can change
significantly. Failure to adequately account for
changes in traffic conditions can lead to incorrect
route selection, which will not ensure timely
arrival of the convoy at the destination. Such
delay may result in the failure of certain tasks.
Therefore, the task of organizing a march is
relevant, and the presence of multivariance, a
large number of factors that must be considered in
its solution, their complex interaction and impact
on the result causes a significant computational
complexity of the task and the need to use
powerful computing tools and the development of
appropriate information technology for solving
the problem.

The issue of forming a convoy of vehicles for
efficient movement of cargo has been given
attention in a number of works, in particular [1-4].
Thus, in [2] the method of tactical calculations for
determining the number of vehicles for
transportation of goods took into account the
characteristics of cargo, load capacity and speed
of movement of vehicles, range of movement,
loading time, unloading, refueling, rest of drivers
between flights (if provided), as well as the timing
of the movement of goods. The paper [3] reflects
the issues of predicting the effectiveness of the
march of military formation on the reliability of
weapons and military equipment, as well as the
impact on the march efficiency of the number of
repair units, the technical state of technology in
terms of reliability, the level of efficiency of
repair bodies in carrying out repair work and This
is the cost of repairing weapons and military
equipment. In [4], a variant of a cargo
transportation model for finding the optimal route
of cargo transportation from one sender to several
consumers is presented in the transport network.
However, in the analyzed works [2-4], such
requirements for the formation of the optimal
composition of the convoy of vehicles, such as the
level of readiness, the power reserve on

motoresource, the number of brands and samples,
the availability of fuel for refueling, etc., were
ignored. These requirements were reflected in the
author's work [1].

The choice of movement routes 8of the
military convoy for the efficient movement of
goods, as well as related problems, was focused in
a number of works, in particular in [5-17]. An
approach to choosing the route based on
"edgelabels" is given in [5]. Its application makes
it possible to accelerate the search for the shortest
path by 500 times compared to Dijkstra's
algorithm over a large graph. In [6], an algorithm
for selecting optimal routes in a multimodal mode
of a public transport network is presented.
According to the results of this study, the
approach to routing of transit nodes was adapted
to plan for relocation by public transport. In the
scientific work [7], the method of contraction
hierarchy was used to find the shortest path. In the
study [8], based on the application of the SHARC
algorithm, the possibilities of finding the shortest
paths for arbitrary means of transportation in a
continental-scale transport network are presented.
The problem of multimodal route planning has
been investigated in a scientific paper [9]. In the
work [10] a model for estimating traffic delays of
vehicles is presented, taking into account arbitrary
loads during traffic. The study [11] provides
mapping of marshrutes for military ground
vehicles on the battlefield. In a scientific paper
[12], an algorithm for solving the problem of
finding the shortest time paths in urban
commuting networks using the branch and
boundary method was developed. The issues [13-
14] investigate the use of geoinformation
technologies in solving logistical problems in
military affairs, based on the use of modern
ArcGIS information systems [15-17]. In the
author's work [18], the problem of choosing the
optimal route of convoy movement of the border
commanding rapid response technique was taken
into account, taking into account the peculiarities
associated with the preliminary establishment and
maintenance of the reliability of the initial data
based on the use of spline functions [19-21] ;
mathematical models of the studied problem for
three cases (discrete-stochastic, discretely-
deterministic and continuous-indefinite) are
constructed, which depend on the peculiarities of
realization of the convoy motion; algorithms for
choosing the optimal route of movement of the
Rapid Response Command Border Convoy of
vehicles for each possible case are proposed.



However, despite the sufficient attention that
was given to the authors, including the tasks of
forming the optimal composition of the military
convoy and choosing the route of its movement,
the task of organizing a march that organically
combines both one and the other of these tasks has
not been fully explored. This is explained by the
non-obviousness of approaches to solving such a
problem.

Given the above urgency and importance of
the problem of efficient movement organization,
the important and urgent task now is to formalize
the task of organizing transportation by a convoy
of vehicles. The purpose of this study is to
substantiate possible approaches to the solution of
the specified problem and its formalization in
different formulations taking into account the
criteria and the system of limits of constituent
problems.

2. Formulation of the task of
organizing transportation of the
military convoy at a meaningful
level and its formalization

At the substantive level, the problem under
study looks like this.

Given: complex M Z{xl;xz;...;xn} vehicles
from which the composition of the engineering
convoy may be formed for the carriage of
personnel and cargo (X, - symbol of a definite

specific vehicle, i =1,n) (U 1 );
the tactical and technical characteristics of
each vehicle of this group (U 2).

Also, set up a network of roads that connect the
departure point (point A) with destination (point
B). The mathematical model of the road network
is a marked graph G, the weight of the edges of
which represents the time of movement of the

convoy along them (U 3).

It is necessary to arrange transportation from
point A to point B so that:
vehicles arrived at point B with maximum

readiness (Kl);

the number of vehicles in the convoy was
minimal ( K),);

the number of vehicle brands in the convoy
was minimal (K3);

the duration of the march was minimal ( K,);

the rate of the readiness factor of each vehicle
shall not be less than the permitted level (O, );

the total capacity of vehicles from the the
convoy allowed to carry the goods (0, );

the total volume of the body of vehicles from
the warehouse allowed to transport the cargo (O,

);
the total passenger -capacity allowed to
transport personnel ( O,);

the total fuel consumption of vehicles from the
convoy did not exceed the amount of fuel

available to march by fuel type ( O,,...,0,);
the stock of motorsource was not less than the
distance of transportation ( 0,).

However, it should be taken into account that
during the movement of the convoy, the motion
time along the individual edges can be variable.
This condition is determined by the influence on
the time of movement along a single edge of
different conditions, such as climatic (rain, ice,
fog, etc.), man-made (blockage of the roadways, its
post-damage due to flooding of the terrain, etc.),
changes in the period of day (day, night). etc.

It should also be noted that the weights of the
edges can be changed:

at times when the convoy is at a certain vertex
of the graph, and the matrix of weights is updated
at these moments. This is a case where the
decision on the further route of traffic is made at
the points of branching of roads taking into
account the situation regarding the condition of
individual sections, which changes dynamically
and the data on which appear periodically;

at the times when the convoy is at a certain
vertex of the graph, and for these moments the
weights matrix that will take place when the
convoy enters the vertex are well known in
advance. This is a case where a route decision can
be made at the beginning of the traffic, taking into
account the well-known situation regarding the
state of the roads, which will change dynamically,
but the data on which can be taken into account in
advance.

At the physical level, the formulated task of
organizing a march consists in the complex
solution of two interrelated problems: problem 1 -
choosing the appropriate composition of the
convoy of vehicles; problem 2 - choosing the
appropriate route of its movement.

It should be noted that each of problems 1, 2 is
solved separately from each other. The
corresponding solutions are given in [1, 18].
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The problem 1 is solved as a single-criterion
optimization problem of the form:
Initial data

U,,U,,U,. (1)
Criterion
f(K,,K,,K;)—> min (2)
System of restrictions:
0,,...,0,, (3)
O - (4)

In problems (1)-(4), one-criteria is obtained by
the functional combination of three separate

criteria K,,K,,K,, which appeared in the direct
statement of problem 1, and restriction O,

obtained by converting the criterion K, .

The result of solving problem 1 is some set
M, :{xl;xz;...;xm}, the elements of which are
specific vehicles that are part of the convoy.

Herewith, m<n i M, cM .

Task 2 is solved as a
optimization problem of the form:

Initial data

M,,U,U,. (5)

single-criterion

Criterion
K, - min (6)

Tasks (5) - (6) take into account the variability
of the edges of the road network graph, and also
format of such change is how it occurs, at what
moments, at which stage, the dynamic matrixes of
the edges are known.

The result of solving task 2 is the route of
movement of the convoy V, = {vl;vz;...;vs} - the
set of vertices through which the route of travel
must be passed.

Herewith, v, =4, v, =B

The problem studied in the following notations
can be represented as a multicriteria optimization
problem of the following form:

Initial data

ULU,U.. (7)
Criterion
K, — max, (8)
K, — min,
K, — min,
K, - min.

System of restrictions

0....0,. (9)
Find
(10)

V,={viv,siv ). (11)
In the tasks (7)-(11) M, ={x;x;.;x.} -
appropriate composition of the convoy of
vehicles, and V, = {vl;vz;...;v } - expedient route

of its movement.

The analysis of task 1 in the form (1) - (4) and
task 2 in the form (5) - (6) leads to the conclusion
that the solution of the studied problem in the
form (7) - (11) <can be following
M, ={x1;x2;...;xy}¢ M, ={x1;x s X }

29t Ay,

V, = Wivyv = 2V, = vy, ).

s

and

3. Foundation of approaches to
solving the problem of
organization of transportation by
a convoy of technique

Conditions for partial problems of the general
task of organizing the march, justification of
approaches to solving the common problem,
algorithms for the implementation of each of the
variants are structured below.

Variant 1.

Task 1.

Mathematical model: U,,U,,U,, O,,...,0,,
Oy. f(K,.K,.K,)—>min.

The result of the solution: The composition of
the convoy is obtained in the form of a plurality

M, :{xl;xz;...;xm}

Problem Solving Technology 1. Problem 1 in
statement (1) - (4) is solved as an optimization
problem.

Task 2.

Mathematical model: M, ,U,,U,, K, - min ,

The result of the solution: The route of
movement of the convoy in the form of a set is
obtained V, = {vlgvz;...;vs}

Problem Solving Technology 2. Problem 2 in
statement (5) - (6) is solved.

Investigated task.
The solution to the problem under study is

following: M, =M,V =V,.

Variant 2.

Task 1.

Mathematical model: U ,U,,U,,0,,...,0,,0,, .

The result of the solution: The variants of the
composition of the convoy in the form of sets are
obtained



=)
M = { ) . ’x2

M9 = {x( ) x( ) xr(m)}
Problem Solving Technology 1. Problem 1 in
statement (1), (3), (4) is solved as a combinatorial
problem.
Task 2.

Mathematical model: MY U, .U, i=1,d

K, - min

The result of the solution: For each fixed value,
the path of the convoy motion in the form of a set
is obtained

v =i,
v = {vl;vf);...;vfff;vs},...,
v = {vl;vi");...;vfff;vs}.

Problem Solving Technology 2. Task 2 in
statement (5) - (6) is solved.

Investigated task.

The solution to the problem under study is

following: M, =M V= V , where M, ®

the composition of the convoy that provides V2
Problem Solving Technology. It is established
that the set V;(k) of the number of sets Vz(l) , Vz(z) yeres

Vz(d) , which corresponds to the minimum time of
movement of the convoy from point A to point B,
that is min K, .
Note to variant 2.
In variant 2
M“> _ {x( x(') x(‘f}

RN
:{xl x ;...;xmd}

- sets that determine possible composition of
convoys. The elements of these sets are specific
vehicles from among the elements of the set M .

So, MV M, M <M, ..., M < M should
be noted that the capacity of the sets M 1(1) , M 1(2) ,

oM l(d) may be different, and the elements of
these sets may also not coincide.
Variant 3.
Task 1.

Mathematical model:

0,.0,,0,,0,

102 119 129
The result of the solution: The variants of the
composition of the convoy in the form of sets are

v,u,u,, O,..0,,

obtained

ml

N(E) (2)}
3K 53 X f ey

d d). \d). .. (d
Ml( )= {xl( ),xg ),...,x( ,)}.

ms

MY = {xf”;xf);...;x(‘)},
)

Problem Solving Technology 1. Problem 1 in
statement (1), (3), (4) is solved with additional

restrictions O,,,0,,,0,;, as a combinatorial task.
Task 2.

Mathematical model: M, U,,U, (i = Ldj ,

K, > min .
The result of the solution: For each fixed value

i=1,d the route of movement of the convoy in
the form of a set is obtained
v = {vl;vg);...;v(‘) 'vj},

s—12

Vz(z) {v v() v(z)'vs},...,

512

VZ“” {v V() v(d)'v},

s-12
Problem Solving Technology 2. Problem 2 in
statement (5) - (6) is solved at each fixed value

i=ld.
Investigated task.

The solution to the problem under study is
following:

M, ZMI(Z')' V= Vz(/?)_
V=V,

M, =M,

For the set M ](':) the appropriate route of
(F)

movement is determined from the note V,"’, as the

one that suits it.
Note to variant 3.

In variant 3 restriction O, obtained by

converting the criterion K, , restriction O, -

criterion K, , restriction O,, - criterion K, .

In variant 3 that determines the possible
composition of the convoys,

MY = {xox() x“)}

ml

M = s @

m2

M9 = {x(")'x(")'...;x(")},

1 1 > md
and also sets that determine possible route of
movement,

AL {v ). v("-v}

2 1272 o s—12
’

v = {vl;vf);---;"g?"s}

]
not compulsory 001n01de Wlth corresponding sets
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of variant 2.
If among the variants of convoy movement

vy V!9 are such that provide the same

AN 2 A
value of the minimum time of movement of the

convoy from point A to point B, so that min K, ,

for each of these routes the composition of the
corresponding convoys and by criterion are

determined (2) f (KI,KZ,KB)—Hnin expedient
(F)

composition of convoy is determined M,"’.

Variant 4.
Investigated task.

Mathematical model: U,,U,,U,, O,,...,0,,
K, —max, K, >min, K, »>min, K, > min.

Result of solution: The solution to the problem
under study is following: M, =M,V =V,.

Here M, i V, are sets, that satisfy all the

restrictions of the studied problem in the
formulation of variant 4, and under which the

criterion is fulfilled g(K,,K,,K,,K,)—> min .

Note to variant 4.

In such formulation, the studied problem
should be reduced first to an optimization single-
criterion problem. For example, this can be done
by entering a criterion g(Kl,K2,K3,K4)—>min .
The function g should be presented in a

multiplicative form.

Next, it is nessessary to create a dynamic
matrix of weights of the edges of the graph for
each of the possible solutions to the task. o do this,
the procedure described in [18] should be applied.

After that, the studied problem can be solved
as a combinatorial optimization problem.

Variant 5.

Task 1.

Mathematical model: U,,U,,U,, O,,...,0,,
0,

10 *

Result of the solution: The variants of the
composition of the convoy in the form of sets are
obtained

1 > m2

M? = xl(z);xf);...'x(z)},...,
MY = {x](”’);xi”’);...;x(“)}.

1 ms

Problem Solving Technology 1. Task 1 in
statement (1), (3), (4) is solved as a combinatorial
search problem.

Task 2.
Mathematical model: M, ,U,,U,,K, - min
Result of the solution: For every fixed value

i =1,d movement route of the convoy is obtained
in the form of set
O = )

19V 90ees s)

2 s—12

v = {vl;vgz);...;vfff;vs},...,

2

yl - {v e ) }

2 1272 9% Vs-19 Vs
Problem Solving Technology 2. Problem 2 in
statement (5) - (6) is solved at each fixed value

i=ld.
Investigated task.
Solution of the investigated task is following:
M,=M"V,=V".
The pair is selected M l(k) , VY among the sets

in the note for which the value of the complex
performance indicator is maximum.

Note to variant 5.

In Option 5, to solve the problem under study

for each pair of sets M", V" (i :l,a’) the

efficiency of transportation is evaluated by
tactical, technical, economic and comprehensive
performance index. The materials of the work are
used [22].

Variant 6.

Task 1.

Mathematical model: U,,U,,U,, O,,...,0,,

0]07011’0]27013 .

Result of the solution: The variants of the
composition of the convoy in the form of sets are
obtained

Problem solving technology 1. Problem 1 in
statement (1), (3), (4) is solved with additional
restrictions O,;,0,,,0,,, as a combinatorial task.

Task 2.

Mathematical model: M, ,U,,U,, K, - min

Result of the solution: For each fixed value

i=1,d route of convoy movement is obtained in
the form of a set
v = {vl;vg);...;v(‘) 'vs},

s=12

=il

s=12 s

v = {vl;vg”’);...;v(”’)'v }

s=12"s
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Problem solving technology 2. Problem 2 in
statement (5) - (6) is solved at each fixed value

i=ld.
Investigated task.
Solution of the investigated task is following:

M, =M%y =y

The pair is selected M 1(':), VZ(F) among the sets

in the note for which the value of the complex
performance indicator is maximum.

Note to variant 6.

In variant 6, to solve the problem under study

for each pair of sets M", V" (i :l,d) the

efficiency of transportation is evaluated by
tactical, technical, economic and comprehensive
performance index. The materials are used in
paper [22].

General note.

It should be noted that the problem under study
for each of the productions given in variants 1-6
should be solved in two productions, depending
on how the edges are changed.

An analysis of the approaches described in
variants 1-6 to solve the problem under study
indicates that each of the options has the right to
exist The ability to apply individual approaches to
solving application problems depends on the
solution of optimization problems in each case,
which, in turn, depends on the search for
analytical solutions or numerical applications of
modern  information  technologies. The
appropriateness of applying this or that approach
also depends on the existence and time resources.
The interesting thing is the question of the
coincidence of the solutions of the tasks in each of
the productions.

4. Conclusions

Therefore, as a result of the conducted
research, an overview of possible approaches to
solving the problem of transportation organization
by a military convoy was carried out. The above
approaches were the result of the analysis of the
optimization decisions made by the authors for the
choice of the appropriate composition of the
military convoy and the appropriate route of its
movement. Some of the approaches are based on
the application of methods that have been worked
out to solve the specified march organization
tasks, and some of them are based on the use of
the author's method of assessing the effectiveness

of the march. In addition, the paper formalizes
each of these approaches and outlines the
algorithms for solving the problem under study in
each statement. The proposed approaches make it
possible to: classify the organization of the march;
generate algorithms for solving the problem under
study in each of the productions; to evaluate the
limited possibilities of analytical methods
available to solve the applied tasks of organizing
a march; evaluate possible approaches to the
formation of a mathematical tools for solving
these problems; to conclude on the need to
develop information technology that would
provide the solution to the task of organizing the
march in any setting.
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Abstract

Gaining a competitive advantage in many industries is possible only if the available digitized
data contains genuine knowledge. In this respect, it is necessary to take a step to preliminary
identify their hidden and non-obvious regularities using Data Mining (DM) methods. It is
critical to know the capabilities and limits of the use of DM methods as a cognitive tool in order
to build the effective strategy for addressing the real-life business problems.

The aim of this paper: within the methodology of scientific cognition to specify the capabilities
and limits of the applicability of DM methods. This will enhance the efficiency of using these
DM methods by experts in this field as well as by a wide range of professionals in other fields
who need an analysis of empirical data.

The paper specifies and supplements the basic stages of scientific cognition in terms of using
DM methods. The issue regarding the contribution of DM methods to the methodology of
scientific cognition was raised, and the level of cognitive value of the results of their use was
determined.

The scheme illustrating the relationship between the methodology of the levels of scientific
cognition, which supplements the well-known schemes of their classification and demonstrates
the maximum capabilities of DM methods, was developed. In terms of the methodology of
scientific cognition, a crucial fact was established - the limit of applicability of any DM method
is the lowest, the first level of the methodology of scientific cognition — the level of techniques.

The result of the processing in the form of ER can serve as a basis for these techniques.

Keywords

Data Mining, data, scientific cognition, methodology, empirical regularity, hypothesis.

1. Introduction

The enhanced opportunities of the existing
cognitive tools and a search for new tools have
always aroused a great interest, owing to their
crucial importance for the development of human
civilization, because knowledge gained as a result
of the use of these tools is the primary means of
transforming the reality.

In recent decades, Data Mining (DM) methods
and tools have become widely used (Data Mining
— it is not a single method, but a variety of a large
number of different methods for identification of
regularities. In the English-speaking world, they
commonly use the term “Machine Learning”,
denoting all Data Mining technologies.). This

EMAIL: nikk.gena@gmail.com (A. 1); shumeiko_a@ukr.net (A.
2); bvs910@gmail.com (A. 3)

ORCID: 0000-0003-3984-9266 (A. 1); 0000-0002-8170-9606 (A.
2); 0000-0003-1269-7207 (A. 3)

happened in response to the practical needs in
different sectors of the national economy, as well
as in the context of evolving capacities of
computers, which enabled to accumulate and
process large amounts of heterogeneous data.

2. Main result

DM algorithms, implemented as computer
programs, have actually developed new research
tools. At the same time, a widespread use of DM
methods raises methodological questions whether
we have a correct understanding of their
capabilities and limits as well as data processing
results in terms of scientific cognition. At first
glance, it seems an abstract question, but its
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clarification will enable the concerned parties to
achieve better results and organize more effective
business processes.

It should be noted that, to varying degrees, the
attention has already been paid to the image
recognition methodology, as DM methods were
formerly called, by such internationally acclaimed
scientists as [1-7]. However, these scientists have
not conducted an analysis in terms of the theory
of cognition.

In fact, almost all the time, most studies on DM
methods raise the question which is rather related
to the methodology of cognition’: “What
knowledge can be derived from the accomulated
data and what is its level?” This question
demonstrates the immaturity of our concept of
DM in terms of the theory of cognition, and it also
summarizes multiple practical problems of DM
application, which are not addressed by
enchancing the computing capabilities or parallel
computing in the field of Big Data processing [6].
Besides the difficulties of the right choice and
application of DM methods to the addressed
problems, there is no full understanding of its
capabilities and limits for the application as well
as of the process (phasing) itself and the obtained
results in terms of the theory of cognition. At the
same time, an understanding of the capabilities
and limits of DM can lead to a significant
modification of the methodology for the study and
for addressing the practical problems as well as
improving the efficiency of applying the methods
under consideration.

The practice of analytics shows that DM
methods are indeed a powerful tool of scientific

2 Although, most often, it is raised in purely practical terms— how far
we can trust the knowledge we gain.

cognition, which is of multidisciplinary nature.
Moreover, it is DM methods that can serve as a
basis for the convergence of the approaches to
scientific cognition in the humanities as well as in
natural sciences. Based on DM, a huge number of
the applied problems is addressed, and the data
mining algorithms are improved. However, in
terms of the methodology, very little effort is
made and almost no researches are carried out in
this field, which substantially hinders further
development of DM that, generally speaking,
could become a basis for disciplinary revolution
in the theory of cognition, and could even enable
to generate major innovations in the field of
intelligent technologies.

The aim of the study: to specify the capabilities
and limits of applying DM methods in terms of the
methodology of scientific cognition.

The process of cognition is a process of
gaining and using knowledge, which is of staged
nature [8]. The first stage of cognition — singling
out and statement of the problem, then —
experience, observation, experiment, studying the
phenomenon: the second stage - summarizing the
facts, identifying their essential parts, forming
hypotheses and conclusions on their basis, i.e.
certain abstraction from the first stage. At the third
stage, the abstractions found, i.e., hypotheses or
conclusions that were made before, are being
tested. This is a universal scheme of cognition

(Fig.1).
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Figure 1: General Scheme of scientific cognition (using DM methods)

These issues became particularly pronounced
when computers started to be used for data
mining. The key issue, being critical in terms of
cognition, is what the use of DM introduced into
the methodology of scientific cognition and what
the application of its outcomes can result in?

The application of DM tools starts only when
the data has already been prepared in the form of
datasets, where the objects are represented by the
sets of multidimensional data — for example, in the
form of training dataset (TD). It is generally
acknowledged that all DM methods are based on
the inductive method of cognition, i. €., in case of
DM (inductive learning), the program learns
based on the presented empirical data. In other
words, the program builds some kind of a general
rule based on the presented empirical data, which
is obtained, in particular, through observation or
experiment’. When using any DM methods, the
final outcome is represented in the form of one or
another model that reflects certain regularities
intrinsic to the data under study, which might
logically be called empirical regularities (ER) and
which, probably, are hypotheses in nature (that
was very cautiously assumed by Zakrevsky [4].

Therefore, the major outcome of applying DM
methods is ER in the subject area under study,
obtained with the use of these methods, which can
be represented in different forms and types. These
ER are, in fact, “drafts”, a critical auxiliary
material for preparation and development of
dialectical “leap” or complicated transition from

3 The matters of choosing the feature vector and data pre-processing
are beyond the competence of DM.

the empirical level of cognition to the theoretical
one through devising hypotheses are the driver of
science (Fig.1). In order to clarify the issue of the
level of knowledge derived in terms of the theory
of scientific cognition when analyzing the data
accumulated in a certain subject area, we cannot
do it without the methodology of scientific
cognition that “studies the methods for building
the scientific knowledge and methods which are
used to gain new knowledge, i.e., methods and
forms of scientific study, dealing with the
technical aspect to a minimum extent” [9]. It is
customary to distinguish the following levels of
the methodology of scientific cognition [9]:
1. Technique - the lowest level,
examples — directions, techniques, etc.;
2. Scientific method, relying on knowledge
of the respective regularities, i.e. the theory of
the given subject area;
3. General scientific method — quite general
method of scientific study, where the applicability
extends the limits of one or another scientific
discipline and relies on the existence of
regularities, being common for different areas.
4. Methods used in all sciences without
exception, although, in different forms and
modifications. It is the most general methods
of scientific cognition, and their study is the
subject of philosophical methodology
(philosophy of science).
In view of the foregoing, it is proposed to
supplement the above classification of the levels
of the methodology of scientific cognition in the
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form of the list of items 1-4, suggested by
V. Shtoff, with the scheme presented in Fig.2 —
some kind of graphical supplement to these items,
illustrating the outcomes of the work in a specific
subject area of the inductive approach under
study, which is a basis of all DM methods, related
to the levels of scientific cognition.

The main purpose of this scheme is to show the
relationship between the levels of cognition, and, the

experimental data

most important thing, to demonstrate the limit of the
capabilities of DM methods. It follows from the
above statement and the illustration that the limit of
the level of the scientific cognition methodology,
achieved through DM methods or tools, is the lowest
of these levels — the level of techniques.

experimental data

VD ™D

empirical  Data Mining level X ER Y Empirics,
T Yy 7 techniques -
L potteses B ) g
g \ T/ 3
E 1) scientific &
© l methods =
2 ) ar L “
%J ' l /7 general scientific °
= o methods 'g
philosophy -

theoretical

Figure 2: Relationship between the levels of cognition

Abbreviations: ER — empirical regularities.
TD — training dataset. VD — validation dataset

As a result, ER is quite understood by the
expert in the subject area and is applicable for
further processing as a basis for possible transition
to the hypothesis, which is not the automated
result of induction and not an inductive inference,
but one of the possible answers to the problem
encountered, including in the form of
assumptions, suggestions and their implications
with further testing in practice. However, the
emergence of hypothesis is mandatory”.

Using DM, it becomes possible to automatically
generate ER, being the “bricks” for advancing and
building hypotheses as a part of addressing a specific
problem. That is, the emergence of hypothesis is
preceded by a very important stage of generation
(search) of ER - this is precisely the contribution of
DM to the process of cognition! Furthermore, this
stage occurs automatically, based on the algorithms
invented by human beings and implemented in the

4 The need for hypothesis stems from the fact that the laws are not
directly seen in individual facts, no matter how many of them are
accumulated, as the essence does not coincide with phenomena.
Hypothesis is the statement, the truth or falsity of which has not yet
been established. The process of establishing the truth or falsity of
the hypothesis is the process of cognition as a dialectic unity of

form of computer programs (a human just selects the
suitable algorithm and downloads the data).

At the same time, possible transition from ER to
hypothesis as a probable knowledge — is not so easy
and straightforward way. There is an intersection or
convergence of dialectical logic, methodology of
scientific cognition and psychology of scientific
creativity (Fig.3). The analysis of the structure of
such a complex dialectic intersection is one of the
challenges in the way of transition from the

empirical basis to the theoretical building [9].
Data Mining level ) FR ~, empirics,
N “/techniques

Junction of logics,
methodology of
scientific cognition
and psychology of
scientific creativity

 hypotheses

Figure 3: Transition from ER to hypothesis

practical (experimental, object-tool) and theoretical activity.
However, eventually it is only confirmation by practice that converts
a hypothesis into the true theory, converts probable knowledge into
the credible one, and vice versa, the refutation in practice and
experiment discards the hypothesis as false assumption [9].
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This also requires performing considerable and
nontrivial intellectual work, taking certain efforts
by the researcher and, most probably, carrying out
additional researches, which, to a large degree,
can be considered an extension of DM. This is the
case with almost all known DM methods.
Therefore, the ultimate outcome that might be
obtained directly in the application of any DM
tools is ER level, and, methodologically speaking,
the level of techniques. Such class of DM models
as neural networks needs to be separately
mentioned. The use of neural networks, in some
cases, yields rather good results; however,
unfortunately, they produce no effect in terms of
the methodology of scientific cognition — we
cannot build ER in this case and, even more, we
are unable to proceed to formulate and devise
hypotheses! Their level is limited by the level of
“primitive” (like animals do it) recognition
(classification) and nothing more, and it is not
itself a new knowledge. From the cognitive and
methodological points of view, it is a dead-end
type of DM or a completely different paradigm of
the scientific cognition. Actually, this is also
discussed in the work [10] where the authors try
to "feel out" the ways of understanding the work
of neural networks.

It should be noted that it is advancement of ER
that the cytogramm processing web service (URL:
https://www.datadlogic.net/ru/Services/CellsAttri
butes) is focused on, enabling cytologists-
researchers to generate ER and, with a high
probability of success, to devise on their basis the
hypotheses to address the problems that they face.
The pictures stipulated by the paper related to
leukemia diagnostics [11, 12] can be used as an
example of this approach.

In many cases, solving specific practical
problems is actually limited, in terms of cognition,
to the level of ER, which is used as a basis for
further formulation, in a best-case scenario, of a
decision-making direction or rule, and it remains
at the first empirical level of cognition, being the
lowest of all possible levels [13, 14, 15]. In the
short run, it suits business as a sphere of practical
activities; however, in the long run, the main think
is lost — finding really new knowledge which can
be implemented in innovations, or developing a
new method, modus operandi, business model,
etc., that will provide higher-order competitive
advantage.

In a similar way, the level of “primitive”
classification inherent to neural networks often suits
business. Consequently, it can be ascertained that
DM methods are capable of providing only the level

of empirical cognition in the specific subject area
under study as well as the level of techniques and
directions, which completely fits the scheme shown
in Fig.1 and Fig.2.

Now, it becomes clear why there are no
“breakthrough” inventions made using DM -
because now such inventions can take place only
in a specific subject area, and this requires close
cooperation and interaction as well as full-fledged
scientific communication with the representatives
of the same subject area, which is the biggest
obstacle to such kind of achievements.

Hence, the following conclusions can be
drawn.

1. The methods of DM as well as Big Data
is a new man-machine methodology of empirical
cognition.

2. These methods have their limit in the
form of ER represented in different forms.

3. ER can serve as “drafts” for preparation,
generation and formulation of hypotheses aimed
at further more in-depth cognition of the subject
area.

4. In order to select the best strategy for the
use of DM tools, a clear understanding of the
goals of problem-solving is needed.

5. The use of DM tools requires a close
cooperation with the experts in a specific subject
area that, in its turn, raises a number of questions
related to: initiation of such cooperation;
skillfulness of the experts in the subject area;
statement of the problem in the respective context;
building the team to solve the problem, etc.

6. DM and Big Data experts’ “shifting” to the
area of development of the standardized software
(cloud services, web-services, desktop applications)
does not solve the problem of in-depth cognition;
there is still a limit represented by the empirical
cognition — obtaining of ER, i.e., in fact, provisional
hypothesis for the given specific subject area. In this
case, the burden of solving the specific problem to
deepen cognition and clarify the hypotheses is fully
transferred to the experts in the subject area. The
full-fledge interaction between the experts in subject
areas and Data Scientist is significantly more
painstaking in terms of organizational and
communicative cost, but, in our opinion, this
approach is able to ensure major breakthroughs in
the subject area. An interim option is also possible
and now it begins to be actively used in business.
Many companies realized that, without efficient
“task setters” and analytics well-versed in DM tools,
just the use of desktop, web and cloud services was
inefficient. From a methodological standpoint, the
most critical fact has been established — the limits of
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the applicability of any DM methods are the level of
ER, i.e. the level of techniques and directions in a
specific subject area, where data mining methods are
used, or provisional (working) hypothesis. As of
today, it is the only visible and obvious achievement
of all DM algorithms. It should be noted that one of
the available web services, suitable for researchers
who have no special training on mathematics and
informatics, which is designed to find ER, is
implemented on ScienceHunter portal
(https://www.sciencehunter.net).

3. Conclusions

Knowing the applicability limits of DM tools, it
is possible to more fully understand how to set goals
when selecting appropriate DM methods; for
example, to choose ones that produce a relatively
large set of ER, or to use those ones that produce a
limited set of such patterns characterized by greater
accuracy. From the methodological point of view,
the most important fact has been established — the
limits of applicability of DM methods is the level of
ER. A huge number of methods, techniques, a
variety of developed computer programs, cloud
services and other software — all this ends up with
one thing that is the level of ER. Currently, this is the
only observable and obvious achievement of all DM
algorithms. Should the result be considered
important in terms of cognition? It is quite possible
to answer positively. Although it should be
emphasized that all this refers to a particular subject
area, which applies methods of data mining. It
should be noted that DM can be understood as an
evidentiary or constructive method of cognition,
with all the advantages and disadvantages. Finding
ER today is implemented in the form of web
services (for example, ScienceHunter portal:
https://www.sciencehunter.net), so future research
will focus on the development of an automated
system concept for DM, suitable for researchers
with no special training in mathematics and
computer science.
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Abstract

The advantages of digital quantum coprocessors include a larger quantum volume, normal
operating conditions, the presence of memory, the presence of a tested and reliable element
base on which they can be implemented, and the availability of technology for using this
element base. The element base refers to field programmable gate arrays (FPGAs). The paper
presents the principles of building digital quantum gates, digital qubits and both homogeneous
and heterogeneous digital quantum coprocessors. The capabilities of real quantum computers
are usually illustrated by performing factorization of the number 15 using Shor's algorithm.
This paper describes the implementation of quantum Shor's algorithm for factorizing the
number 15 in a digital quantum coprocessor, which is implemented in FPGA. The difference
between a real quantum coprocessor and a digital one is shown. A technique for determining
the characteristics of a digital quantum coprocessor is described. Its probabilistic

characteristics are also given.

Keywords

Digital qubit, digital quantum coprocessor, heterogeneous coprocessor, homogeneous
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1. Introduction

A quantum computer is a heterogeneous
device [1] that consists of a classical control
computer and its quantum accelerator [2] - a
quantum COprocessor. Real quantum
coprocessors are analog and probabilistic
devices. They consist of qubits, quantum gates
provide a change in their states. A classical
computer controls the operation of a quantum
coprocessor, checks the correctness of the results
of its work, and in case of an incorrect result, it
restarts the coprocessor to work.

The possibility of creating logical (digital)
probabilistic devices that can work according to
the same formulas as real quantum coprocessors
and can implement quantum algorithms is shown
in previous works [3], [4]. The possibility of
creating digital quantum gates, digital qubits and,
based on them, digital quantum coprocessors is
shown. The hardware base for digital quantum
coprocessors is FPGA. Unlike real quantum
coprocessors, digital ones operate at normal
temperatures (like classical computers) and have

EMAIL: Glukhov@polynet.lviv.ua (A. 1)
ORCID: 0000-0002-0542-7447 (A. 1)

a larger quantum volume. This makes the
development of such coprocessors actual and
important.

Quantum computers possible field use is large
numbers factorization [5], [6]. This operation is
used to hack information security systems that
use public key algorithms, such as RSA [7].
Shor's algorithm [8] is used for this. The main
elements of the quantum coprocessor that
implements Shor's algorithm are Hadamard
elements, quantum Fourier transform, modular
exponentiation [9], and qubit state meters. In real
quantum coprocessors, these elements (except
for meters) consist of qubits; changes in their
states are provided by quantum gates.

In previous works, the implementation of
digital Hadamard elements and digital quantum
Fourier transform on FPGAs was shown [3], [4].
In one FPGA, it is possible to create a quantum
Fourier transform from thousands of digital
qubits. The internal state of a digital qubit can be
represented by binary code 0 in the range from
0.00...0 to 1.00...0. Also, options for encoding
the states of digital qubits with binary codes of
various lengths - from 3 to 32 bits were
considered [3], [4].

Simulation of individual quantum gates is
used to simulate quantum algorithms. To
simulate the reversibility of a qubit, models of
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reversible logic architecture [10] and gates [11]
have been developed. In this work, more
complex logic circuits are simulated to ensure
reversibility of quantum circuits.

2. Purpose of work

The aim of the work is to show the possibility
of performing quantum algorithms (using the
example of factoring the number 15 by Shor's
factorization algorithm) in a digital quantum
coprocessor implemented on the FPGA. For this,
the possibility of implementing modular
exponentiation on the FPGA and the possibility
of the effect of the results of this operation on the
states of digital qubits is shown, which allows us
to determine the period of y = a'modM function
(determining the period of a function is the main
task of a quantum coprocessor in the
implementation of Shor's algorithm).

3. Qubit

Qubit quantum state |l// ) can be represented

(Figure 2) as a simple displacement of end point
of unit radius [12]. The probability p; of

obtaining state | ]) as a result of quantum state

. _ 92 .
|l//) measurement is equal to p ;= A iz In this

N-1

case, the sum of all probabilities P = Z/If =1.
J=0

In unit circle (Figure 2) which is used in [4]

p, =cos’ @ and p, =sin’ O respectively.

4. Digital gates, qubits and quantum
coprocessors

A digital quantum gate that is used to change
the state of a digital qubit can be represented as a
logic circuit Figure 1.

Dataln DateO N DateOut.
—_—— ¢ > >
o) b | o) | e e
Instruction Comparator i i
Asin f NI

Figure 1: A digital quantum gate QGate [1]

The digital quantum gate includes an ALU, a
comparator, and a pipelined register.

ALU transforms the code of the previous state
Dataln of the qubit under the influence of the
Instruction with the possible use of the measured

state |Q,> of the neighboring qubit (or states of

qubits). The new DataO status code is compared
in a comparator with the random variable Asin f

to obtain the measured state of the qubit |Q0 )’ .

The output of the gate is the qubit state code
DataOut and the measured state |Q0) of the

qubit, which are taken from the output of the
pipeline register.

7= 0)
[1)1
[w)
z ¥ 0 "

—2=1)

Figure 2: Bloch sphere for qubit complex
amplitudes (left) and a unit circle for real ones
(right)

In a heterogeneous digital quantum
coprocessor, a random variable at the input of
each digital quantum gate is generated by a
separate pseudo-random code generator (PRNG)
and a Read-Only-Memory (ROM) based
functional converter. The converter changes the
random variable A according to the formula

Asin_ f =D =arcsin J4 (Figure 3).

Gate
0,) ’
| V2

Datl 0)  10) %

ataln »| Dataln  DataOut ﬂ»
Instruction 3| Instruction

Random

" Numb: Asin_f X

ony [ Numl er: A ROM D = | Asin_f

PRNG D =aresinJA

Figure 3: A digital quantum cell DQCell for
heterogonous digital quantum coprocessor [3]

Digital qubit circuit for a heterogeneous
coprocessor Figure 4 will represent a series
connection of several digital quantum cells
Figure 3.
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Figure 4: A digital quantum qubit as line (QLine)
of DQCells for heterogonous digital quantum
coprocessor

Digital qubit circuit for a homogeneous
coprocessor Figure 5 has only one difference in
comparison with the circuit in Figure 4: all
random variables Asin f for each digital
quantum gate are generated using one pseudo-
random code generator and one functional
converter.

A schematic diagram of a digital quantum
coprocessor is shown in Figure6. In
heterogeneous coprocessor, the number of
pseudo-random code generators and functional
transformers coincides with the number of digital
quantum gates. Both oscillators and transformers
are located near the digital quantum gates
(Figure 3) inside the digital qubits of the Qline
circuit in Figure 6.
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‘ Q01> QGate ‘ Q01> QGate
D) i DateOut o2 Dt Datau
0,) 0,)
FQ ) Tlnstructiom ﬂ 0y) Tlnstruction‘
Asin_f

Figure 5: A digital quantum qubit as line (QLine)
of DQGates for homogenous digital quantum
coprocessor
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Figure 6: A generalized functional diagram of a
digital quantum coprocessor

5. Shor’s algorithm

In Shor's algorithm [8], the problem of
factorizing the number M is reduced to the
problem of determining the period r of the
function y = a'modM, which is calculated by the
controlled units CU (Figure 7), where a is an
arbitrary integer. This is precisely the problem
that a quantum computer solves. It is shown that
the greatest common divisor GCD(a"?+1, M) can
be a divisor of the number M. The subsequent
finding of the greatest common divisor is
performed by a classical computer.

]

())—E QFT
]

0

0§ : U, U, [moTeu
H— L

Upper Register

A

o

Lower Register

Figure 7: Shor’s algorithm implementation in
real quantum computer

If n:|_log2 N—| is the required number of

bits to represent the number N to be factored than
the upper quantum register in Figure 7 requires at
least 2n qubits, because Shor’s algorithm
requires x to take values between 0 and at least
N? and the modular exponentiation function can
be written [9] as
a“mod M =(da" modM)X”(aZl mod M )" ---(a‘m’] modM )= (1)
Figure 7 of Shor's algorithm implementation
illustrates quantum superiority very well. If we
take only the upper part (Figure 8) of Figure 7
diagram, then the quantum Fourier transform
will determine the frequency of the white noise
that the Hadamard eclements create. After the
initial reset, each Hadamard element transfers the
qubit to the neutral position, when the angle
6 = n/4 and the state of each qubit with the same
probability pp=p;= 0,5 can be measured both as
0 and as 1. And the measured state of the upper
register in Figure 8 can take any value from 0 to
2°"_1. The state spectrum of the upper register
will include all 2" states.
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Figure 8: White noise |X) generated by a

quantum circuit

Let's conduct a thought experiment - imagine
that in some way with a period ¢ we find out the
state of the upper register without changing
states of its qubits. Each time we will receive a
new state code, the possible codes will be in the
range from 0 to 2°"-1. Now imagine that # runs to
0. Then at each moment of time the state of the
upper register will contain all codes in the range
from 0 to 2°"-1.

If, on the other hand, modular exponentiation
is performed over the outputs of the upper
register (CU in Figure 7), then at each "moment"
only states that give the same result of modular
exponentiation at the output of the CU be in the
spectrum of upper register states. That is, at each
"moment" of time, the spectrum of states will be
different. For example, for the function
y = 2*mod15 spectrum is presented in Figure 9.

At some "moment" at the output of CU there
will be a result y = I, then in the spectrum of
upper register states there will be 0, 4, 8, 12, ...
codes (Figure 10). The distance between the
same codes, that is, the period of y = 2’mod15
function will be equal to » = 4. This period will
be determined using the quantum Fourier
transform (as the reciprocal of the repetition rate
F of the extracted codes r = I/F). At another
"moment", the CU output will have the result y =
4, then in the spectrum of upper register states
there will be 2, 6, 10, 14, ... codes (Figure 11).

y=2"mod15

S = BN W B O o 9 oo o=
I

il 1l 1l 1l

T T T T T T ]
o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15x

Figure 9: Modular exponentiation

y=(2")mod15=1

| I | N | |}

01 2 3 4 5 6 7 8 9 1011 12 13 14 15x
Figure 10: X codes for which y = 22mod15 =1

y=(2")mod15=4

| N | N | |

01 2 3 4 5 6 7 8 9 10 11 12 13 14 15x
Figure 11: X codes for which y = 2*mod15 =4

But the period of y = 2*modI5 function will
still be » = 4. And it will again be determined
using the quantum Fourier transform. Whatever
the result at the CU output, in the corresponding
spectrum of states there will be only codes that
allow determining the period of the function
y = 2"modl15 in one measurement and this period
will be r = 4. Determining the period of a
function in one measurement illustrates quantum
superiority. This does not take into account the
time to create a quantum circuit Figure 7.

The period of the y = a*modM function can be
determined not only by quantum, but also by
logical (digital) methods in several clock cycles.
For example, in [5], [6] it is proposed to
approach the solution of the problem from the
other side: fix r = 2, and determine the random
variable a from the given r=2. With this
approach, a quantum computer is no longer
needed. But Shor's algorithm is convenient for
demonstrating quantum  superiority  using
separate examples - for determining the result in
one measurement.

Also, one of the limitations of Shor's
algorithm is the requirement for the parity of the
period . It was shown in [5], [6] that this
condition is optional. The period » can be odd if
a is a square.

Once again, we recall that all the "moments"
in a quantum computer are one and the same
moment in time (Figure 10, Figure 11).

Attaching (Figure 7) an additional circuit to
the upper register changes the state spectrum at
any given "moment" in time. This is similar to a
high-pass filter in analog technology -
connecting a capacitor removes high frequencies
from the spectrum, removes interference.

Convenient examples are used to illustrate the
quantum superiority in determining the period of
y = a'modM function. In the example considered
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earlier, when M = 15 =3 * 5, period r is power

of 2: r=4=2% and both factors are Fourier
primes, they can be represented as 2° +1:

3=2"+1,5=2" +1. With such
formula (1) will have the form (2):

a*mod M = (aZ” modM)*”(aZl mod M )" -4»(021” ' mod M ) =

factors,

= 2" mod 15=(2" mod 15)" (2% mod 15)% ---(2*"" mod 15 ) —

~(2mod15)"(4mod15)" (1mod15)" ---(1mod 15)*~ =
—(2mod 15)"(4mod 15)" =2"4"

(2)

Formula (2) makes it possible to find the
period using a digital quantum coprocessor.

The height of the bars in Figure 10, Figure 11
illustrates the probability of receiving the code x
as a result of mentally measuring the upper
register state of the circuit Figure 7. Thus,
Figure 10 corresponds to the upper register in

Figure 7 measured |xx...x00) state, and

Figure 11 corresponds to its |xx...x1 0) state.

The implementation of Shor's algorithm in a
digital quantum coprocessor is shown in
Figure 12.

The lower register in Figure 12 is a classic
digital logic circuit, signals at its outputs
formation (for the considered example of finding
the period of y = a'modM function with a =2,
M=15) is shown by Tablel and Table 2.
Measuring the states of the developed digital
quantum qubits does not change the code of this
state, which is indicated by the letter D on the
meter symbol in the circuit Figure 12.

The calculated values of y = a'modM function

transform the state |X ) into a state |X C)
correlated with the function values. For the

considered example, this transformation is
described in Table 3.

§0]1x)

Quantum *
0> —E} State
Transformer

Ccu , CU ..,

Upper Register

Measurement

Quantum part
Classical part

>

Tcu,

sy =da'modM

1

Lower Register

Figure 12: Shor’s algorithm implementation in
digital quantum coprocessor

Table 1
Controlled Unit CU , =CU,, a=2, a’ =2

Control  x0=0 Xo=1

signal (multiplication  (multiplication
by 1) by 2)

Input 0001 0001

Output 0001 0010

binary

Output  ggx, 00x,0

logical

Output, -

forr:ula 00%,%,

6. Discussions

Further, Figure 13 - Figure 20 show the
results of the quantum part of Shor's algorithm
(determining the period of the function
y=amodM (a=2, M = 15) in the digital
quantum coprocessor Figure 7 with 8 digital
qubits in the upper register, the width of each
qubit is 8 bits. The research was carried out on
two types of coprocessors - homogeneous and
heterogeneous. For statistic, each study was
repeated 4096 times with the same input data. In
this case, the frequency of occurrence of each
result (the probability of the result) was recorded.

Since the upper register with 2n = & qubits
was used, the number of different measured
codes at the output of the Fourier quantum
transform is N = 2" = 256.

In Figure 13 - Figure 20, these 256 codes are
plotted along the horizontal axis, from 0 to 255.
The figures show the codes that, as a result of the
study, were found most often (high probability
states — State HP). The vertical axis shows the
probability (Probability) of the occurrence of the
indicated codes, the value of the probability
(Value) is indicated in percent.

First of all figures show the results of white
noise states generator Figure 8 study, the state of
the qubits at the output of the upper register is

|X> = |xxxxxxxx>. Figure 13 and Figure 14

show how such white noise is perceived by
quantum Fourier transformer in homogeneous
(Figure 13) and heterogeneous (Figure 14) digital
quantum coprocessors. Measurement of such
quantum state can give any code in the range 0-
255 with equal probability. A heterogeneous
coprocessor perceives white noise more
correctly.
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Table 2
Controlled Unit CU , =CU,, a= 2, a2: =4

Control x1=0 x1=1
signal (multiplication (multiplication

by 1) by 4)
Input 00x,x, 00x,x,
OUtPUt 00,3, )(x,%,) (%%, )(%,%,)00
logical
Output, -, -
formula (XX (X, X0 )(X,%, )( X, X, )
Table 3

Controlled Unit CU , =CU,, a =2,a" =4

| X) = | oonon) - y =a*modM |XC>

(measured x1xo)

00 1 | xx..x00)

01 2 | xx..x01)

10 4 | xx..x10)

u 8 | xx..x11)
After the quantum Fourier transform,

determining the number of repetitions of the
measured codes gives the following results: both
homogeneous and heterogeneous quantum
coprocessors correctly determine that there are
no repetitions of codes when carrying out a large
number of measurements (the number of
repetitions is F=0). A  homogeneous

Signal name Value + 4728 . . 4760 -

coprocessor  generates such result with
probability of 84.195% (Figure 15), and
heterogeneous - with probability 32.805 %
(Figure 16).

After confirming correct operation of both
digital quantum elements of Hadamard and
quantum Fourier transformer, which is also built
from digital qubits, studies of Shor's algorithm
implementation (Figure 7) were continued.
Figure 17 and Figure 18 show how the quantum
Fourier transform perceives correlated with

y = a'modM function upper register state |X c)

in homogeneous (Figure 17) and heterogeneous
(Figure 18) digital quantum coprocessors.

And in this case, the heterogeneous
coprocessor perceives correlated states more
correctly.

y =2"modl5 function has period 7 = 4. The
discrete Fourier transform should most often
form the result F'= N/T = 256/4 = 64. Despite the
difference in the perception of correlated upper
register  states, both homogeneous and
heterogeneous quantum coprocessors correctly
determine the repetition rate of codes when
carrying out a large number of measurements,
they correctly determine the number of
repetitions F'=64. A homogeneous coprocessor
generates such a result with probability 21.439 %
(Figure 19), and heterogeneous - with probability
15.341 % (Figure 20).

4800 . .+ 4848 . . + 4880 . + 4920 . s

nr st 0.0000

1ur Probability | 50.927

L

I NI

nr State HP 0 & (D]

255

Figure 13: Number of perceived white noise states at QFT input, homogeneous quantum

coprocessor
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Signal name Value + 4680 . ¢« 4720 . . + 4760 . ' + 4800 . ' v 4840 . + 4880 ¢ 4820

I Probability | 0.65854

I cta 20 0

{256

Figure 14: Number of perceived white noise states at QFT input, heterogeneous quantum
coprocessor

Signal name Value + 4720 . © 4760 . + 4800 . ¢+ 4840 . . 4880 . © 4920 ' ns

1 Probability  24.195

ol
[EE (N
Figure 15: Number of repetitions of white noise states, homogeneous quantum coprocessor

nrState HP 0 D

Signal name Value + 4680 . . « 4720 . ' © 4768 . + 4800 . . © 4840 ' + 4880 . + 4920 ¢ ns

A

s Probability | 32.805

_ﬂﬂunﬂnn Hnnn 1l Hnn 1 | nn Il 1l |

s State HP 0 0 {16 ¥{732 ) 1B {128

(@
Figure 16: Number of repetitions of white noise states, heterogeneous quantum coprocessor

Signal name Value © 4680 . ¢ . 4720 « . . 4760 . . . 4800 . . . 4840 . . . 4880 . . . 4920 . ns

49727785 ps X

1Ur Probability | 12.878

1 I 1
I State HP | 252 e 3 (252254

Figure 17: Upper register states that are perceived at the input of QFT and correlated with the
function y = a*modM, homogeneous quantum coprocessor
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Signalname  Value 4680 ¢ o . 4720 . . v 4760 .

. 4800 + . . 4840 . . . 4880 . . . 4920 « . s

1\f Probability | 0,65834

Nrcta 49 [

{258

Figure 18: Upper register states that are perceived at the input of QFT and correlated with the
function y = a*modM, heterogeneous quantum coprocessor

Signal name ~ Value : 4680 . . . 4720 . . . 4760 .

. 4860 . . . 4840 . . . 4880 . 4928 . s

4736458 ps

1 Probability | 21,439
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nrateHP (64 0 Y ]

128 1192 {258%

Figure 19: The number of states
homogeneous quantum coprocessor

Signal name Value - 4686 . . . 4720 .

repetitions when determining the period of a function,

. 4800 . . . 4840 . . . 4880 . . . 4920 . ns

111 Probability | 15341

JH\’[JL’I,,.n Hnnn 1
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Figure 20: The number of states repetitions when determining the period of a function,

heterogeneous quantum coprocessor

The results of Shor's algorithm execution are
summarized in the Table 4.

7. Implementation

In this example, adding a lower register and
an upper register state converter (Figure 12) adds
practically nothing to the hardware costs of a
discrete  Fourier transform implementation
(Figure 8). These costs were determined in
previous works [3], [4]. It was shown that on one
FPGA it is possible to implement the discrete

Fourier transform with the number of digital
qubits up to 1024.

8. Conclusions

The article shows the possibility of
determining the period of the y=a'modM
function in a digital quantum coprocessor.
Determination of the period is necessary for the
execution of Shor's factorization algorithm.



Table 4

Probability of correct results, %
Qubits number 8
Qubits width, bit 8
Homogenous coprocessor 21.439
Heterogeneous coprocessor 15.341

The possibility of implementing Shor's
factorization algorithm using two types of
implemented on FPGA digital quantum
coprocessors - homogeneous and heterogeneous
- is shown. For the research, the factorization of
the number 15 was chosen (a=2, M = 15).
Determining the period of the y = a'modM
function is a task of a quantum coprocessor.

The studies were carried out on coprocessors
with 8 digital qubits, the state of each qubit was
encoded using 8 bits.

A homogeneous digital quantum coprocessor
has the best performance: the probability of
obtaining a correct result is 21.439%, and that of
a heterogeneous one is 15.341%.

The coprocessor is focused on
implementation in FPGA. The presented results
were obtained after simulating VHDL-
descriptions of coprocessors.

The digital quantum coprocessor outputs each
subsequent result at the system frequency of the
FPGA. In the simulation, this frequency was 1
GHz (period was 1 ns).
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Abstract

Processes with instantaneous (abrupt) changes are observed in radio engineering (pulse
generation), in biology (heart work, cell division, signal transmission by neurons), in control
theory (work of industrial robots), in social systems (social communications, information
dissemination). Therefore, the qualitative study of impulse systems in this work is an urgent
task in modern theory of mathematical modeling.

The work is devoted to the study of the existence of bounded solutions along the entire real
axis (on the half-axis) of weakly nonlinear systems of differential equations with impulsive
perturbations at fixed moments of time. The notion of a regular and weakly regular system of
equations for the class of weakly nonlinear impulse systems of differential equations is
introduced.

Sufficient conditions for the existence of a bounded solution for an inhomogeneous system
of differential equations in the case of weak regularity of the corresponding homogeneous
system of equations are obtained. The conditions for the existence of the unique bounded
solution on the whole axis for weakly nonlinear impulse systems are established. The obtained
results are applied to the study of bounded solutions of impulsive SIR model that can be
considered as a model which describes the dissemination of information on social networks.

Keywords
Differential equations, impulse system, bounded solution, Green-Samoilenko function,
SIR model.

1. Introduction information messages to provoke serious

consequences. In particular, in the context of the
SARS-CoV-2 pandemic, entire information wars
are being waged on social networks to discredit
the efforts of the world community to take control
of the spread of the virus. A clear example is
interference in the electoral process in many
countries. It was the massive spread of malicious
information that significantly affected the results
of the US elections, the results of the Brexit
referendum, and so on.

In this sense, it is extremely important to study
mathematical models that make it possible to
obtain constructive conditions for the existence of
bounded solutions of nonlinear systems, which
are described by differential equations with

The information space in the modern world is
constantly under the influence of various
destabilizing factors of wvarious nature. The
problem of dissemination of reliable information
became especially acute with the emergence and
rapid development of social networks. In recent
years, we have seen a comprehensive penetration
of the impact of information through social
networks in almost all areas of activity. It should
be noted that along with the dynamic
dissemination of useful and important information
of a mass nature, the replication of openly harmful
information messages acquires. It is not
uncommon for the spread of malicious
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momentum. After all, such systems allow to
model the behavior of "viral impressions" both in
biological systems and the circulation of
information messages on social networks. And the
conditions for the existence of a single limited
solution on the entire axis for weakly nonlinear
pulse systems that allow for qualitative analysis of
the solutions of the respective systems provides an
opportunity to develop strategies to reach the
target audience with socially significant
information messages and build protection against
population "infection" social networks with
harmful information fakes.

The modern natural sciences and technology
development contributes to the emergence of
problems described by differential equations
systems with discontinuous trajectories and, in
particular, to the development of mathematical
impulse systems theory. In mathematical
modeling of these processes, such perturbations
duration can often be conveniently neglected,
believing that they have the character of an
impulse.

This idealization leads to the need to study of
differential equations systems, the solutions of
which change abruptly. But not only the
idealization of the replacement of short-term
perturbations by '"instantaneous" leads to
differential  equations with  discontinuous
trajectories. Often breaks of certain dependencies
in the studied system are its essential
characteristic.

The theory of systems with impulse influence
has a wide range of applications. Such systems
arise in the study of automatic control impulse
systems, in mathematical modeling of various
mechanical, physical, biological and other
processes.

For example, processes with abrupt changes
are observed in mechanics (movement of a spring
at impact action, functioning of the clockwork,
change of the rocket speed at steps separation), in
radio engineering (generation of impulses), in
biology (heart work, cell division, signaling by
neurons), in control theory (work of industrial
robots). Therefore, the qualitative study of
impulse systems in this paper is an actual problem
in modern mathematical modeling theory.

The theory of nonlinear differential equations
systems with impulse influence, to which a
number of natural science and technology
problems are reduced, has been enriched with
significant results in recent decades. Among the
studied systems there are systems with impulse
action with weak nonlinearity. The complexity of

the mathematical formulation of the problem for
the analytical study of this system type is due to
the corresponding dynamic processes
nonsmoothness. This leads to the need to develop
methods for studying weakly nonlinear systems of
differential equations with impulse effects.
Therefore, the study of this type systems solutions
is an urgent task today.

2. Analysis of literature sources and
problem statement

The most important and effective impulse
systems research have been conducted in the last
decade. In [1] the conditions guaranteeing the
hyperbolicity of differential equations systems
with impulse action are established. The obtained
hyperbolicity conditions allow us to investigate
the existence of bounded solutions for
inhomogeneous multidimensional differential
equations systems with momentum perturbation.
In [2], sufficient conditions for the existence of an
asymptotically stable invariant toroidal manifold
of linear extensions of a dynamic system on a
torus in the case when a matrix of a system
commuting with its integral are obtained. The
proposed approach is applied to the study of the
stability of invariant sets of some class of
discontinuous dynamical systems.

In [3] the review of the most modern research
methods for impulse differential equations
solutions stability and their application to
problems of impulse control is carried out. In [4],
the trivial torus exponential stability for one class
of nonlinear extensions of dynamical systems on
a torus is proved. The obtained results are applied
to the study of the toroidal sets stability for
impulse dynamical systems. In [5,6] the problem
of constructing approximate adaptive control,
including the case of impulse control, is
considered for one infinite-dimensional problem
with a target functional of Nemytsky type. The
method of averaging for obtaining approximate
adaptive control is substantiated. In [6] the
concept of a impulsed non-autonomous
dynamical system is introduced. For it the
existence and properties of a impulse attracting set
are investigated. The obtained results are applied
to the study of the two-dimensional impulse-
perturbed Navier-Stokes system stability. In [7]
the recursive properties of almost periodic
motions of impulsed dynamical systems are
studied. The obtained results are applied to the
study of discrete systems qualitative behavior. In
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[8] the properties of stability in relation to external
(control) perturbations for differential equations
systems with impulse action at fixed moments of
time are considered. Necessary and sufficient
stability conditions for classes of impulsive
systems having a Lyapunov type function are
obtained. In [9], a non-autonomous evolutionary
inclusion with impulse influences at fixed
moments of time is considered. A corresponding
non-autonomous multivalued dynamical system
is being constructed, for which the existence of a
compact global attractor in phase space is proved.
In [10-13], the existence of global attractors in
multi-valued discontinuous infinite-dimensional
dynamical systems, which can have trajectories
with an infinite number of impulsed perturbations,
was proved. The obtained results are applied to
the asymptotic behavior study of the weakly
nonlinear impulsed-perturbed parabolic equations
and inclusions.

The properties of optimal sets of practical
stability of differential inclusions and maximum
sets of initial conditions in problems of practical
stability were studied in [16-18]. In papers [19-
20], the practical stability of discrete systems of
discrete inclusions with spatial components is
investigated.

In all the above works the bases of the
qualitative theory of differential equations with
impulse action are stated. In essence, the
foundations of the qualitative theory of impulse
systems based on the qualitative theory of
differential equations, methods of asymptotic
integration for such equations, the theory of
difference equations and generalized functions
were laid. However, the question of the solutions
existence for weakly nonlinear impulse systems
has not yet been fully investigated.

At the same time, the works in which
important results in the field of information
technologies and social communications were
obtained deserve attention. In works [21-22] it is
investigated = Modification of the algorithm
(OFM) S-box, which provides increasing crypto
resistance in the post-quantum period and
detection of slow DDoS attacks based on user’s
behavior forecasting.

Ways to improve the quality of signal
detection by taking into account interference and
the method of signal detection of covert means of
obtaining information were studied in [23]. The
model of the accuracy of the localization of the
hidden transmitter based on multi-position
distance measurement and the method of
obtaining estimates of the parameters of the radio

signals of the hidden means of obtaining
information are described in [24-25]. The work
[26-27] investigated the system of indicators and
criteria for assessing the level of functional
stability of information heterogeneous networks
and special purpose networks. In works [28-29]
studied applied control algorithm functionally
sustainable production processes industry.

3. The purpose and objectives of the
research

The aim of the research is to find the
conditions for the existence of bounded solutions
along the entire real axis for weakly nonlinear
differential equations systems with momentum
perturbations at fixed moments in time. The found
conditions allow to model and study dynamic
systems of various evolutionary processes, the
parameters of which can change under the
influence of external perturbations.

To achieve this goal the following tasks are
solved:

e to find sufficient conditions for the
existence of bounded solutions for a weakly
nonlinear multidimensional differential
equations system with momentum action;

e to establish the conditions for the
existence and the uniqueness of the bounded
solution on the entire axis for weakly nonlinear
impulse systems;

e use the obtained conditions for the
theoretical study of inhomogeneous impulse
systems bounded solutions;

to test the possibility of studying the solutions
on the example the model of "impulse
vaccination" SIR.

4. Finding bounded solutions on the
entire real axis for weakly
nonlinear systems of differential
equations with momentum
perturbations at fixed moments of
time

4.1. Sufficient conditions of the

bounded solutions existence for a

weakly nonlinear system with

impulse action
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Consider differential equations system with
impulse perturbations
dx
Pl A()x + f(¢, x),
Ax|=ri = Bix + [;(x),
where x € R", the matrix A(t) is continuous and
bounded for all t € R, the matrices B; are
uniformly on i € Z bounded and such that
lideEt(E + B;)| > 0. (2)

The function f(x,t) is piecewise continuous
on t with first kind discontinuities at points the
t = 1;, and satisfies the Lipschitz condition on x
uniformly with respect to t € R. The same
condition is satisfied the functions I;(x):

If (&, x) = fF@& I < Llix = yll, (3)
I7: () = LIl < Lllx = yll.
forallt € R,i € Z and some L > 0.

The sequence of moments of impulse
perturbation {7;} is numbered by integers so that
when i - —o0 and 7; > 400 when i —» +00. We
also consider that uniformly with respectto t € R
a finite boundary exists

iwWern @

1
t?':Ti, ()

lim
T—00 T
We are interested in the question of the
existence of bounded on the whole axis solutions
of equations (1) under the assumption that the
corresponding linear system
dx A (5)
P tx, t+r1
Ax|t=ri = Bix,
weakly regular on R.
Consider the corresponding inhomogeneous
equation
dx (6)
E = A(t)x +f(t), t # Tl',’
Ax|i=r, = Bix + a;
and give the necessary definitions.

Definition 1. We call a homogeneous system
of equations (5) weakly regular on the whole axis
R if corresponding equation (6) for every bounded
vector-function f (t) has at least one bounded on
R solution, and regular on R, if this system has
exactly one bounded on R solution for every fixed
bounded function f(t).

According theorem 1 [1], for arbitrary
bounded on R functions f(t) and sequence {a;}
system of equations has only one solution
bounded on all axis.

Theorem 1. Let system of equations (5) is
weakly regular on whole numerical line and
functions f(t,x) and I;(x) satysfy for everyone

teER and i€Z in some ball S, ={x¢€
R"™, ||x|| < r} conditions

Clif&oll <7, CllEll <7, (7)
where C is a constant of weakly regularity. Then
system of equation (1) has at least one solution
bounded on all axis R.

4.2. Existence of a single bounded
solution for weakly nonlinear pulse
systems

Theorem 2. Let system of equation (5) is
weakly nonlinear on all numerical axis R,
functions f(t,x) and I;(x) satisfy inequalities (3)
with the Lipschitz constant L < % (C is constant of

weakly regularity of equations (5)) in the ball B,,
where v > 0 satisfies inequalities

C'max{supllf(t,O)II, Sup||1i(0)||} (
tER 474

+CLr <.
When equation (1) has unique bounded on whole
axis solution x = ¢(t), that satisfies condition

P¢(0) = 0, and sup|l¢p(®)l <.
teR

We can be used Theorem 2 in the study of the
existence of bounded overall axis solutions for
differential equations systems with impulse
influence in the form

dx (9)
Fri Ax+f(t)+g(t, x,¢), t+T;
Ax|¢=s; = Bix + a; + [;(x, €).

In (9) matrixes A(t), B; and moments of time
7; such as in equations (1); f(t) is bounded
overall axis continuous (piecewise continuous
with breaks of the first kind at t = ;) function;
t = 7; — is bounded sequence; function g(t,x, €)
is continuous (piecewise continuous with breaks
of the first kind at t = 7;) on t, continuous on x
and &, moreover satisfyes the Lipschitz condition
according to x; functions [;(x,&) are also
continuous over the set of their variables and
satisfy the Lipschitz condition according to x, € is
a small positive parameter.

Suppose also that

supllg(t, 0, &)ll < L(e), (10)
teER

lg(t,x1,€) = g(t,x2, )|l <
< U(@)llxy — x2ll,

I (1, €) = Ii (g, )l < U(E)MIxg — x2ll,  (11)
for all x4, x, such that ||x, || < 7, ||x,|| < r, where
L(¢) and [l(¢) are non-negative non-decreasing
functions of the parameter &, moreover L(g) — 0,
l(¢) » 0 when € = 0.

8)
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Theorem 3. If system of equation (5) is weakly
regular over the whole real line and number

r> ¢ max{supll (Ol supllas]}
teR 474

where C is a constant of weakly regularity of
equations (5), then we can specify positive number
&g that for any € € [0, &y] system of equation (9)
has unique bounded on the whole axis solution
¢(t,€) that satisfies conductions P$p(0,&) =0
and sup||¢p(t, )|l < 7.
ter

Also, a function ¢ (¢, €) continuous on & and

lsi_r)r(1)¢(t, €) = ¢Po(t), where ¢y (t) is bounded on

whole axis solution of equation (6), that satisfies
condition.

4.3. SIR-model of
vaccination" as a model
dissemination of
social networks

"impulse
of the
information on

There are many mathematical models for
effective diagnosis of infectious diseases,
prediction and study of the pathological process
dynamics, which modern medicine actively uses.
One such epidemiological model is the SIR model
proposed by W. O. Kermack and A. G.
McKendrick [30]. It divides the population into
three groups:

e healthy individuals who are at risk and
can catch the infection (denoted as S -
susceptible);

e infected persons who are carriers of the
virus (denoted as I - infected);

e recovered persons who have acquired
permanent immunity to this disease (denoted
as R - recovered).

Consider the SIR model for the “impulse
vaccination”  strategy the percentage of
susceptible patients is below the threshold
required to start an epidemic (Figure 1).

)
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Figure 1: The graph shows the scheme of impulse vaccination for susceptible populations at some
time interval. Here the impulses of vaccination, which are carried out every year are the threshold of

the epidemic

From the point of view of the SIR-model, the
mathematical component is described by a system
of differential equations with impulse influence:

dS— (BI + m)S
g = o BLAmS,
dl— IS— (m+ g)I
a P mT g
dR_ I R
ac 9T
S(tn) = (1 - p)S(tn - O):
thar =t +T;

where t,, is moment of times in which we apply
n-th impulse of vaccination; t,, — 0 is moment of
time immediately before the application of the n-

th impulse; p is the proportion of the susceptible
population to which the vaccine is currently
administered in the time moment t =t,; T is
period between two consecutive vaccinations.

A typical solution of the SIR-model with an
impulse vaccination strategy is shown on
Figure 2. We can observe how the part of
favorable S(t) fluctuates in a stable cycle with the
use of impulse vaccine (p = 0.5 andT = 2).
Favorable ones are attracted to the periodic
solution "without infection". The line S, =
0.0556 means "epidemic threshold".
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Figure 2: A typical solution S(t) of the SIR-model with an impulse vaccination

In contrast, the part of the infected population
decreases rapidly to zero, as shown in Figure 3.

In real conditions the classical SIR-model can
not always accurately describe the results of the
real situation. The coefficients of the model,
depending on the input data, may deviate from the
classical condition. Therefore, there is a need to

1

study appropriate systems that contain weak
nonlinearity. The obtained results allow to
determine and analyze the solutions of the
respective systems.
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Figure 3: A typical solution I(t) of the SIR-model with an impulse vaccination

Therefore, if we have enough vaccines to fight
an infectious disease, it would be reasonable for
the susceptible population to be vaccinated each
time to be proportional to the number of
susceptible individuals (here p). However, such
an approximation cannot reflect the real case.
Typically, the number of susceptible people that
need of vaccination may exceed local medical
conditions due to a shortage of vaccines and
doctors, especially in rural areas of many
developing countries, where reaching the entire
target population can be difficult.

Now we explain how SIR model can be
considered as a model which describes the
dissemination of information on social networks.
As in SIR model we divide the population into
three groups:

e susceptible will mean uninformed
subjects, to whom an information attack can be
directed;

e infected will mean persons who are
carriers of information and actively
disseminate information (harmful or useful);

e recovered will mean informed persons
who are information carriers and are not
vulnerable to information attacks (will not
change their attitude to the object of
information).

"Impulse vaccination" will mean "Information
stuffing", i.e., "Informing the population of the
social network".
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5. Discussion of the results of finding
bounded solutions for weakly
nonlinear systems with impulse
action

The problem of finding and investigating
bounded solutions for nonlinear differential
equations with impulse action is quite important
and little studied in the general case. Recent work
in this direction has focused mainly on one-
dimensional and two-dimensional systems of
equations. When considering multidimensional
systems, a method based on the analysis of
qualitative  properties (regularity) of the
corresponding linear homogeneous systems 1is
used. These properties, on the one hand, can be
effectively tested for wide classes of impulse
systems, and on the other hand, make it possible
to prove a number of properties of a qualitative
nature for inhomogeneous pulse-perturbed
systems. Thus, the conditions for the existence of
bounded solutions of linear differential equations
can be extended to classes of weakly nonlinear
impulse systems (Theorem 1). Also obtained are
the conditions (Theorem 2) under which the
existence and uniqueness of bounded solutions for
weakly nonlinear systems of differential
equations with momentum action at fixed
moments of time is guaranteed. The results of
Theorem 2 are applied to the case of piecewise
continuous functions with discontinuities of the
first kind (Theorem 3).

6. Conclusions

The problem of existence of bounded solutions
on the whole real axis (on the half-axis) of weakly
nonlinear systems of differential equations with
impulse perturbations at fixed moments of time is
investigated.

Sufficient conditions for the existence of
bounded solutions of a weakly nonlinear
multidimensional system of differential equations
with momentum actions are obtained. It is
important that the found conditions were
formulated through the coefficients of the original
problem.

Conditions of existence and uniqueness of a
limited solution on the whole axis for weakly
nonlinear pulse systems, which allow to make a
qualitative analysis of the solutions of the
respective systems.

The obtained results for the coefficients of the
SIR-model allow to determine and analyze the
solutions of the corresponding systems that
contain weak nonlinearity depending on the input
data. In this way, a tool for modeling the
circulation of information messages in social
networks is obtained.

Further research in this area will provide
qualitative results for the development of
strategies for mass information of various target
groups of users of socially significant information
and develop strategies to combat the spread of
unreliable and harmful information through social
networks.
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Abstract

In the modern world, digitalization processes are the basis for stimulating the country’s economic
growth. The intensity of globalization processes leads to the economic integration of the
economies and financial sectors of the countries of the world. The main trend of the modern
financial sector is the accelerated introduction of technological innovations, innovative financial
services and tools for their implementation. The use of digital technologies helps to reduce the
cost of maintenance and operational risks. Creating a digital basis for serving consumers by
finance companies increases their productivity and spurs more innovation in the financial arena.
This, in turn, maintains the soundness of the financial sector. Restyling of financial services is
based on the use of artificial intelligence and cloud technologies by financial companies, which
allows to meet the needs and expectations of consumers. The use of tools for digital
transformation of the financial sector provides maximum personalization, while using a large
variety of parameters. Tracking and comparing changes in regulatory documents using RegTech
and NLP provides an important area of activity for financial companies - compliance. An
inevitable process is the virtualization of information interaction between financial sector entities
based on the use of cloud technologies. However, the imperfection of these technologies at the
moment does not allow them to be fully used. Therefore, in order to create favorable conditions
for the introduction of innovations in the financial sector based on cloud technologies, it is
necessary to implement a number of actions proposed in the article. The studies carried out allow
us to assert that due to digital transformations of the financial sector, the efficiency of business
processes increases and powerful advantages of its subjects are formed. But at the same time,
there are some restrictions on their full implementation and risks on the way to the development
of the digital financial sector in Ukraine. The proposed potential means of accelerated
digitalization of the financial sector of the economy are in the large-scale and all-encompassing
use of cloud technologies and artificial intelligence.

Keywords
financial sector, digitalization, financial innovation, ICT, artificial intelligence, cloud
technologies, restyling, RegTech

1. Introduction scientific circulation. In the modern world, significant
mega-regional changes are taking place with varying
intensity and results. They are caused by the
intensification of the processes of globalization of the
world economy and the expansion of economic
integration, changes in the structure of national
economic systems [ 1], transformational shifts. At the
same time, the process of transition from an industrial

A significant trend in the development of the
world economy in the 21st century is the spread of
ICT, which provided opportunities for the
development of the “digital economy” and caused the
introduction of the concepts of “digitalization” into
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society to the development of the information space
is under way. Its level of development significantly
affects the economy, culture, politics and financial
sector of countries.

The reorientation of the traditional economy to a
digital one requires the use of innovative
technologies, including in the financial sector.
According to the adopted “Strategy for the
development of the financial sector of Ukraine until
2025” [2], the main directions of innovative
development of the financial market of Ukraine are
determined: development of an open architecture of
the financial market and oversight; ensuring the
development of the FinTech market, digital
technologies and regulatory platforms; ensuring the
development of SupTech & RegTech; development
of the digital economy. The development of the
financial sector at the present stage is associated
with the use of the latest information technologies.

The development and use of technological
innovations by institutions of the financial sector
is one of the important areas for the successful
development of the national financial services
market in Ukraine. The introduction of the latest
ICTs leads to a reduction in costs and an increase
in labor productivity, the creation of remote jobs,
the development of distance learning, etc. This
will help to increase the income of financial
institutions, enhance their competitiveness in the
market, improve the image and increase the level
of confidence on the part of non-financial
corporations and households.

2. Researches of the imperatives of
the digital transformation of the
financial sector

The financial sector receives the greatest
benefits from the use of digital technologies,
therefore, scientists from different countries are
studying the issues of transformation processes
and digitalization of the financial sector. At the
same time, the need to maintain stability in the
face of growing competition and transformation
into service companies investing in the
development of the digital economy, rather than
traditional services, is emphasized [3]. The use of
artificial intelligence and RegTech provide new
opportunities for high-quality regulation and
settlements in the financial sector [4], influencing
the banking and financial stability [5]. The
introduction of new technologies (cognitive
technologies, robotics, IoT / connected devices,

mobile / social media), depending on the level of
investments and their place in the production
process [6], affects the performance of financial
companies. The effectiveness of investments in
digital technologies is manifested in the indicators
of the company’s performance and labor
productivity. However, it is necessary to take into
account their biggest threats [ 7], companies’ value
chains, commodity risks.

The imperatives of the digital transformation of
the financial sector (digital statistics, managed data,
integrated customer experiences, digital marketing,
digital operations, next-generation technologies and
digital tools) act as a factor in maximizing the ROI
of digital investments [8, 9, 10]. The use of cloud
technologies in practice requires the selection of the
most appropriate model for the secure deployment
of such a cloud, taking into account the level of
information security of the company, confidentiality
and compliance with the necessary requirements
[11, 12, 13]. At the same time, the introduction of
cloud computing technologies and services in the
financial sector of developed countries increases the
efficiency of payment transactions, risk
management and business processes. Ensuring
digital development of the financial sector of the
economy provides an opportunity to determine the
further development [14] of companies from the
standpoint of competition or symbiosis. Taking into
account the research carried out, in order to ensure
the digital development of the financial sector of the
Ukrainian economy, additional research requires
tools for the implementation of such development.

2.1. The financial services market in
the context of digitalization

Existing studies do not fully disclose the tools
for implementing the strategy for the development
of the financial sector in Ukraine. This requires
the determination of the main development trend
of the modern financial sector; substantiation of
the objective need for the use of artificial
intelligence and cloud technologies, as well as
actions to create favorable conditions for the
introduction of innovations in the financial sector;
identify the advantages, limitations, risks and
means of accelerated digitalization of the
financial sector of the Ukrainian economy.

The purpose of the article is to substantiation
of the expediency of using cloud technologies and
artificial intelligence as the main tools for
ensuring the digital development of the financial
sector of the Ukrainian economy.
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2.1.1. The main development trend of
the modern financial sector in
Ukraine

Digital transformation is a new direction in the
development of the financial sector, which involves
the use of new technologies, the Internet, mobile
devices and a variety of electronic channels. In turn,
digitalization of the financial sector is the
introduction of new technologies and data into
business processes in order to increase the efficiency
of its activities. The factors that contribute to the
spread and development of digitalization of the
financial sector are the development of new
technologies, the need to reduce costs, and increased
competition. It is expected that plastic cards will be
replaced by smartphones with an Internet bank, but,
on the other hand, this requires significant
investments and investments. The National Bank
should become the driver of the development of
digital technologies of the financial system in
Ukraine, as clients begin to turn to digital services
for certain forms of financial services that are
needed by a modern Internet user.

In Ukraine, there are three main challenges to
expanding the digital format of the financial sector:
a significant amount of paperwork and a surplus of
branch network; high share of cash transactions;
differences in performance levels between financial
institutions. Today in Ukraine, on average, there are
2-3 times fewer clients per bank branch than in
developed countries, which indicates the feasibility
of further network optimization. Ukrainian banks
have strict regulation of processes and a significant
amount of paperwork.

The branches of Ukrainian banks are overloaded
with cash transactions, which reflects the high share
of the shadow economy and the underdevelopment
of the payment infrastructure. There is significant
potential to reduce the share of cash transactions, as
well as manual processes in branches by organizing
smooth operation and 24-hour availability of ATMs.
Note that the performance indicators of financial
institutions  vary significantly. Leaders are
significantly ahead of other institutions in terms of
the number of retail customers served in one branch,
and are successfully moving transactions to
electronic channels. Consolidation and
dissemination of best practices can help increase
productivity in the sector. Relatively efficient
financial institutions serve almost three times as
many clients per branch. Building new IT
infrastructures for financial institutions allows them
to manage markets for profitability. The widespread

use of digital services is the future of the financial
system. Ukraine has a great competitive advantage
in this area, since domestic financial institutions
have long and effectively used advanced innovative
technologies in their practice. At the moment, the
financial sector of the Ukrainian economy is
undergoing a stage of qualitative transformation and
is capable of large-scale use of cloud technologies
and artificial intelligence.

In the context of digitalization, the financial
services market has changed dramatically and is
developing dynamically. Today it is not enough to
apply traditional methods of providing financial
services. The digital transformation of the
financial sector of the economy involves the
restyling of financial services. Changes are taking
place from customer service to machine learning
and from artificial intelligence to mobility. The
financial industry is changing from complex and
time-consuming  transactions to a more
transparent structure. The transition from the
classic ~ “product”  organization to  the
technological one is under way, new management
models based on digital strategy are being used.

To be competitive, it is necessary to create and
properly use new forms of customer acquisition and
service based on the implementation of cloud
technologies and artificial intelligence. The gradual
digitalization of the financial sector covers its
various areas - payment technologies, remote
customer service, developing relationships with
them, developing and mastering new products, risk
management, internal operations and others. The
implementation of such a transformation is possible
by stimulating FinTech companies and introducing
sustainable financial revolutionary technologies.

To be able to quickly and flexibly adapt to
changes, there is a need to use cloud platforms.
They can help meet customer needs and
expectations, enhance workflows and data
integration, and improve analytic processes and
corporate  reporting.  Therefore, financial
companies are increasingly moving from “target
audience” to personalization, thereby protecting
new competitive advantages and customer loyalty.

2.1.2. The objective necessity for the
use of artificial intelligence and cloud
technologies

Artificial intelligence is able to quickly find
information about any customer or transaction,
therefore a number of banks. It is used to monitor
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the negotiations between managers and clients and
to conduct internal investigations. To do this, the
program instantly analyzes recordings from many
different sources and checks texts, audio and video
recordings. Artificial intelligence systems help
banks respond to various requests from regulators,
including those connected to customer complaints,
which usually take a lot of time and resources.

Big data helps finance companies maximize
service levels and self-value. They form a
complete data map of each client. At the same
time, one of the main problems is the need to
study huge volumes of information about client
operations. The use of artificial intelligence can be
used to solve many of such problems as modeling,
scenario analysis and forecasting; conducting
customer  identification; = monitoring  of
organizational culture; collection and analysis of
data for risk management. Artificial intelligence
algorithms analyze transactions in many more
parameters than is possible with human work.
Leverage machine learning to identify suspicious
transactions and dramatically reduce false alerts
by empowering employees to focus on real issues.

Many banks are testing artificial intelligence
technologies for stress testing, as well as
implementing a system for combating money
laundering and terrorist financing. Corresponding
algorithms scan client documents and check the
received information with data from the Internet.
If a discrepancy is found, the so-called “red flags”
are raised, that is, a warning to bank employees
about the need for additional study of the client.
Artificial intelligence technologies do not replace
humans in making management decisions, but
help to do it faster and better.

Information technologies are being introduced
quite actively into compliance, which is one of the
important areas of activity of financial companies
all over the world. Since the realization of risks of
non-compliance can lead to the application of
various sanctions, financial or reputational losses.
Natural language processing (NLP) algorithms
allow you to track and compare changes in
regulatory documents. Therefore, the
implementation of ICT for compliance is a vital
necessity for financial companies and a promising
field of activity for IT companies through the
development of RegTech.

Digital technologies make it possible to
virtualize the information interaction between
customers and financial workers providing
services, use cloud services that provide end users
with the ability to use dynamic access to services,
computing resources and applications over the

Internet remotely. With the digitalization of the
financial sector, the use of cloud computing
solutions is increasing.

Complementary digitalization of any financial
company is taking place. There is a
complementarity of financial services, in which
the consumption of some services causes a
constant need for others. At the same time, it is
critical to modernize the business model of a
financial company and transform it into a cloud
platform. The use of cloud technologies allows: to
reduce the time and financial costs of maintaining
the physical IT infrastructure; provide customers
with effective multi-channel digital interaction in
real time; simplify and optimize business
processes through standardization, optimization
and implementation of cloud solutions; creates
opportunities for the introduction of advanced
technologies, in particular artificial intelligence,
the Internet of things, blockchain, etc.

With cloud computing, finance companies can
focus on their core business, increasing
productivity during peak periods. Here’s a good
example: using a smartphone, today you can make
contactless payments instead of using a plastic
card and paper money. The implementation of this
process is based on a cloud-based approach and a
specialized service. It is built using HCE (Host
Card Emulation) technology, which allows you to
emulate a physical card on a host system in the
cloud and transfer customer payment data to a
smartphone. It is noteworthy that no data remains
on the device itself, since during the transaction
they come from the cloud in encrypted form.

2.1.3. Accelerated digitalization of
the financial sector of the Ukrainian
economy: advantages, limitations,
risks and means

Cloud computing and artificial intelligence
provides virtually limitless opportunities for the
financial sector. However, the technologies
themselves are quite young and have certain
problems that require solutions. Financial
institutions have large and complex IT
infrastructures that rely on mission-critical
applications and meet stringent criteria and
extremely stringent security requirements.
Therefore, until now, key banking applications are
not used in the cloud. The main reason is the risk
of transferring confidential financial information to
the cloud, since the security of the clouds is
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uncertain. To create an enabling environment for
cloud-based innovation in the financial sector, a
number of actions need to be taken.

The use of cloud technologies in the financial
sector leads to risks of transferring confidential
information to the cloud. They are associated with
a lack of visibility and control over processes in the
clouds; shadow IT; the likelihood of accidental
data publication; malicious data breach; distortion
or loss of critical data; non-compliance with
regulatory requirements; the presence of cloud-
based malware; the likelthood of malware
spreading to the entire corporate network To
minimize these risks, it is necessary to take actions
to create an enabling environment for the
introduction of innovations in the financial sector
based on cloud technologies. Namely: analysis and
determination of the composition of cloud services
on the market and regulatory barriers to their
development. Creation of standard clauses for
outsourcing agreements, taking into account the
requirements of the financial regulator for the IT
service provider, including in the field of risk
management, audit and supervision. Stimulate the
development of qualified auditing and cloud
service provider certification practices by setting
contractual and quality label requirements in line
with internal control maturity.

Thanks to the digital transformations of the
financial sector, the efficiency of business
processes is increasing and powerful advantages
of its subjects are formed. Namely: intensification
of the development of the financial sector;
significant increase in the return on investment in
digitalization; ensuring the continuity of banking
activities; minimization of the risk of the human
factor; an increase in the speed of decision
making; providing additional opportunities for all
subjects of the financial sector; lower user costs;
expanding access to finance for individuals, small
and medium-sized enterprises, underserved by
financial services; consolidation of information
technologies by financial organizations to
diversify the risks of their business; expanding the
range of financial services and the circle of
potential clients; reducing information asymmetry
and improving pricing efficiency.

At the same time, existing restrictions (an
increase in the number of cases of implementation
of operational decisions in the short term;
imperfection of legislation in the field of digital
technologies; underdevelopment of digital
infrastructure; insufficient digital culture of
business and other users of banking services; lack
of highly qualified personnel; insufficient level of

regulatory regulation of the use of FinTech
companies that differ from traditional business
model institutions; unpredictable decision-
making by consumers of online services; limited
access due to the inadequate level of skills and the
ability of consumers’ available gadgets to carry
out online transactions) prevent the full
realization of the benefits.

At the same time, the pace of development of
the digital financial sector is reducing
macroeconomic threats, digital divide, and
various kinds of risks. Macroeconomic threats to
digitalization are caused by a mismatch and lack
of skills, reduced spending on science and
innovation, and demographic factors. Digital
divide, digital divide, polarization refers to
inequalities in access to social, economic,
educational, cultural and other opportunities.
Market risk implies the negative consequences of
a significant change in market conditions. Cyber
risks arise due to the specifics of the financial
technology environment. Technological risk
implies a disruption in the uninterrupted provision
of services as a result of failures or errors in the
operation of the service. Legal risks touches upon
the problem of insufficient consumer protection.

Limitations and risks are not new. They can be
strengthened by the rapid development of
FinTech and new forms of interconnection, the
regulation of which is currently insufficient.
However, it is the processes of digitalization of
the financial sector that contribute to the
improvement of regulatory documents.

3. Conclusions

To overcome the existing limitations and risks
of digitalization of the financial sector of the
economy, it is necessary to increase the volume of
investments in the digitalization of the sector’s
activities. While paying special attention to
investing in the development of mobile
applications, the use of cloud technologies and
artificial intelligence in activities.

Increasing the protection of data and intellectual
property of financial companies, taking into
account vulnerable assets exposed to the impact of
cyber incidents, will optimize business processes
and increase the level of competitiveness of sector
entities. The creation of remote jobs / jobs of a new
type will attract specialists of digital services,
contributing to their popularization and effective
implementation in the country.
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Thus, the proposed potential means of
accelerated digitalization of the financial sector of
the economy lie in the large-scale and all-
encompassing use of cloud technologies and
artificial intelligence. They should be aimed at
meeting the needs of financial sector entities,
monitoring the degree of their digitalization, the
level of provision of digital services and their
quality.
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Abstract

The active use of test automation approaches in software development causes further
automation of this process, in particular, in the field of results analysis. This paper presents the
results of applying the methodology for creating information technologies of multi-level
intelligent monitoring to provide data for decision-making processes by a testing engineer.
Methods of text mining and machine learning are combined to build a methodology for creating
intelligent multi-level monitoring systems. On the example of a set of reports, which were
divided by an expert into 4 classes, the processes of coordination of interactions of different
types of methods for forming an array of informative features, typical aggregates for the
synthesis of classifier models at each stage of monitoring were investigated. The task of
classifying the results of text research was solved to obtain the reason for the failure of the tests.
A set of n-grams for each class of tests formed an array of input data for the synthesizer of
models of the monitoring information system. The classification of these data was provided
using an ensemble of models, where the resulting value was obtained combining predictions by
meta-learning using stacking. The effectiveness of the described methodology has been
experimentally proven.

Keywords
intellectual monitoring, test automation, ensemble training.

1. Introduction number of test cases accumulates during each
sprint. Thus, more results are obtained for
management and analysis. A significant amount
of data requires approaches to their processing
[2].

If the time spent examining the test results
exceeds the time saved by running automated
tests, then the very nmeaning of its
implementation is lost. To reap the benefits of
automation, it is important to know how to
properly handle the growing number of test
results. Continuous Delivery requires constant
testing that slows down the pace of work. In the
fast pace of product development and testing,
optimizing (both failed and successful) test cases
is critical [3].

At the same time, there are not so many
applications for tracking the history of
automated tests, they are limited in functionality.
And standard reports are always hard to read
since the appearance is not informative enough.

Intelligent monitoring of automatic software
testing processes provides identification of the
causes of errors to speed up their processing by
the tester. Based on the testing results, the
monitoring information system (MIS) [1] solves
the problems of classifying errors and their
causes. This paper describes the process of using
intelligent monitoring information technology to
support decision-making by a QA engineer on
the choice of methods and means of eliminating
errors. The work of the method is described
using the example of developing a website.

The introduction of test automation into the
software development process is now a must, the
number of available test results is increasing
significantly.

Jobs, or agents who have the role of a QA
engineer and perform tests, can work around the
clock, seven days a week, and in addition, the
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The most common test frameworks are NUnit
and TestNG, the latter of which was used in [4].

Machine learning of classifier models is
based on the analysis of previous runs of auto-
tests. The main stages are [1]:

1) coordination of the form and content of
information about the properties of objects of
observation;

2) determination of the list of diagnostic signs;

3) the formation of an array of input data (MVD);

4) construction and training of models by the
MIS synthesizer;

5) testing and using models to identify the
causes of errors. The set of the obtained classifier
models is entered into the model knowledge
base, forming its hierarchical structure.

The task of ensuring the information content
of the Ministry of Internal Affairs, sufficient for
constructing useful models by the available
methods and means, implemented in the
synthesizer of the MIS models, is always
relevant. The effective organization of
observation of research objects provides for the
attraction of the latest scientific achievements in
the subject area, in which the monitoring
technology is implemented [1].

Now there are not many implemented ready-
made products for classifying the results of
automated testing. Most of them are test
developments and student projects [5].

Thus, the use of machine learning technology
of models through MIS for analyzing the results

of Automation tests is relevant and allows you to
increase the efficiency of QA engineers, allows
you to increase the coverage of web applications
with new tests, and improves the quality of
applications. It also reduces the time it takes to
make decisions to improve on failed tests.

2. Results

A hypothesis was formulated that the list of
classification features for identifying the causes
of errors in programs should be obtained by
using Text Mining methods [6-8]. This work
examines the processes of forming a list of
features and forming an array of input data by
combining expert methods, Text Mining
methods, and ensemble classification methods.
For this, the results of the classification of
samples were studied after the formation of an
array of input data based on the features obtained
by using text mining reports of the fall of
automatic tests. The results were evaluated by
the number of correctly classified samples.

Thus, at the first stage of building a
monitoring information system, it is necessary to
determine the format of the input and output
data.

Input data for the system - are error messages,
and their example was shown on Figure 1.

com.company.product.test.DashboardPageTests.CostPerformanceWidgetTest

checkTablevValuesForDateRange 20.923s

cli

Method arguments: "-168", “-72", [Ljava.lang.String;@2b545c1b

ck here to take a Jook at screenshot

Figure 1: Example of input data. Error message

The initial data will be a table with the results
of automatic testing, the application of machine
learning algorithms, and detailed analysis will be
carried out directly by the testing engineer. They
establish the reason for the fall of the test. That

java lang AssertionError: expected [709.0] but found [736.0]

org.testng Assert fail(Assert java:93)

org.testng Assert.failNotEquals(Assert java:512)

org.testng Assert.assertEqualsimpl(Assert java:134)

org.testng Assert assertEquals(Assert java:115)

org.testng Assert.assertEquals(Assert java 178)

com.company.product test. DashboardPageTests CostPerformanceWidgetTest.costAsse
com.company.product test. DashboardPageTests. CostPerformanceWidgetTest.checkTat
sun.reflect NativeMethodAccessorimpl.invokeO(Native Method)

sun.reflect. NativeMethodAccessorimpl.invoke(NativeMethodAccessorimpl java:62)
sun.reflect DelegatingMethodAccessorimpl invoke(DelegatingMethodAccessorimpl java
java.lang reflect. Method.invoke(Method java:498)

org.testng.internal MethodinvocationHelper.invokeMethod(MethodinvocationHelper_jay
org.testng.internal Invoker.invokeMethod(invoker java:661)
org.testng.internal.Invoker.invokeTestMethod(Invoker.java:869)

org.testng.internal TestMethodWithDataProviderMethodWorker.call(TestMethodWithDa
org.testng.internal. TestMethodWithDataProviderMethodWorker.call(TestMethodWithDa
java.util.concurrent FutureTask run(FutureTask java:266)

java.util.concurrent ExecutorsSRunnableAdapter.call(Executors java:511)
java.util.concurrent FutureTask run(FutureTask java:266)

Jjava.util.concurrent. ThreadPoolExecutor.runWorker(ThreadPoolExecutor java:1149)
java.util.concurrent. ThreadPoolExecutorSWorker.run(ThreadPoolExecutor java:624)
java.lang Thread run(Thread java 748)

is, the input data was analyzed by an expert, who
allocated 4 classes of system responses to the
results of automation testing. However, if
necessary, this list can be expanded, that was
shown on Figure 2.
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Q Report List Root Causes Predictions

SuperAdmin Logout

Index
Name Description
Application Issue Application randomly behaves incorrectly without fully loaded elements on pages t | Det | Delete
Defect New Defect | |
Configuration issue Jenkins, YAML, GIT, RAF, Selenium Web Driver | |
Action stability Action is correct but fails sometimes because of unknown side effects Edit | t |

Figure 2: Page view with the root causes of test failures, added by the administrator

For the analysis of the reports, the text Mining
approaches were used. Tokenization was carried out
(with the selection of the optimal length and mixture
of n-grams. In addition, from the preprocessing
approaches, the text cleaning was used. The main
purpose was to clean the text from specific
characters (primarily specific punctuation and
symbols). Also, the most frequently and rarely used
words were removed, do not allow define the
specifics of the text and classify it.

Algorithms for the synthesis of classifier models
were constructed using artificial intelligence and
machine learning [9-11].

In particular, the CountVectorizer provided by
the scikit-learn library [12] was used to vectorize
sentences. The method takes the words of each
sentence and builds the vocabulary of all unique

words in the sentences. This vocabulary can then be
used to create a vector of word count features. Now,
from each sentence, we can get occurrences of
words (or n-grams) in sentences based on the
previous dictionary. The dictionary consists of all
words with Stake trace, each of which represents one
word or phrase in the vocabulary. If we take the
previous  sentences and  implement  the
CountVectorizer, we will get a vector representing
the number of occurrences of each word in the
sentences.

After that, you can see the resulting function
vectors for each sentence based on the previous
dictionary, that is, Bag-of-words. Each document is
represented as an n-gram vector. You can then use
these vectors as function vectors for the machine
learning model.

Table 1
An example of the type of input
Body of the test n-grams Root cause
<i>Method  arguments: </i><span class="arguments">"-229", "-57", ‘test dashboardpagetests' Defect

[Ljava.lang.String; @3358cf5e</span><br>

<div class="testOutput">

<a href="checkTableValuesForDateRange.png"> Click here to take

a look at screenshot </a>
</div>

java.lang.Thread.run(Thread.java:748)<br>
</div>

'invoke
nativemethodaccessorimpl’
'costperformancewidgettest sun'
'dashboardpagetests
costperformancewidgettest'

Thus, the list of informative signs contains a
mix of n-gram and the reason of the route cause,
determined by the expert. The resulting value for
the entire test case was determined based on the
Bayes' formula:

P(H)P(5-
dohy pmffi)(i)' ™
k=1 Hy

where A and B are events.

® p (A) and p (B) are the probabilities of A and
B without relation to each other;

¢ p (A / B), the conditional probability, is the
probability of A if B. is true.

ep (B / A) is the probability of observing
event B, provided that A.

The general architecture of the ensemble is
shown on Figure 3.
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1 level 2 level 3 level
Random
Forest
with best paramaters Logistic
Regression
with best parameters
Decision

Tree —__. Bagging

(Decision stump} with best parameters

Figure 3: The architecture of the ensemble
classification model

Thus, at the first level of the MIS, a random
forest classifier with optimal parameters is
created by creating samples based on the
bootstrap from the verified elements. Another

first-level model was decision tree “‘stumps”,
which were used as a baseline model for running
with optimal parameters. The generalization of
the results obtained at the previous levels was
due to the logistic regression model using the
Softmax function.

The idea behind the MIS is to automate the
process of analyzing test reports by an engineer
and provide support for making the final
decision. To do this, you will need to use two
roles: the admin side and the engineer side. The
administrator has access to all points and the
ability to edit root causes, create and train the
model. The engineer has access to all reports, can
view and analyze tests. All the functionality that
is on the Report list page, open to the engineer.
The functional diagram of the algorithm is
shown on Figure 4.

Authorization

Admin

Yes

Root cause

No . Yes
available?
Y

>

Prediction
3vailable?

No

Prediction

Report list

No

+

Downloading
report

No
Yes e

Restarting and analyzing
the test manually

7
Vs Pr\j\([won
critical

Test analysis and
determination of the root
cause

—

Reducing the priority of
analysis

T B

Figure 4: Functional diagram of the automated test analysis algorithm

So, the system, after analyzing the results of
automatic testing, displays predictions for
unanalyzed tests in a special column, inside the
test assembly. The engineer, in turn, when
analyzing, will pay attention to those tests that
will be with the most likely critical root causes
(Defect, Framework issue, etc.). The final
decision rests with the engineer.

Each test has its name and status, which are
displayed on Figure 5. If the test has not yet been
analyzed using the classification algorithm, the
“Prediction AI” column will be empty. To view
more detailed information about the test, you
must click on it.

For unanalyzed tests, predictions will be
displayed in a special column. When analyzing,
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an engineer will need to first of all pay attention
to those tests that will be with the most likely

critical root causes (Defect, Framework issue,
etc.). The final decision rests with the engineer.

Test Results: Scope Breakdown Advanced Tests

eate New
Create Ne

Test Name/Name

verifyChangingWorkDoneSizeChangesWorkDoneSummary Failed
verifyChangingWorkTypeSSizesPlannedChanges Failed
verifyTheTotalSSize Failed
verifyActualCost Passed
verifyPlannedCost Passed

TestResult

RootCause Description User Prediction Al
Applicationlssue

Defect ¢p

Applicationissue

Figure 5: View of tests with the results of auto-analysis based on the proposed- aléérithm

Thus, the engineer pays attention, first, to
those tests that have critical root causes and, in
more detail, examines the causes of their
occurrence and enters the results into the
database. These detailed reports will also be the

basis for training the model on subsequent
launches. The results of auto-analysis and
engineer's analysis can be seen as a result in the
table with tests. An example of these results is on
Figure 6.

Test Results: Settings Page Tabs Tests

Test Name/Name TestResult RootCause

afterMethod Reviewed Configuration
issue

createEpic Failed

createRootCause Failed

createSprint Failed

Description User Prediction Al

Need to install some SuperAdmin  Configurationlissue

drivers

Applicationlssue

ActionStability

Configurationlssue

Figure 6: The final version of the analysis of one of the tests.

The developed system was tested based on
reports of automatic testing of the website
development process. The model test results are
demonstrated using an error matrix and are
shown in Figure 7. It is worth noting that the
result c6an be influenced by different class sizes
within the studied array of input data.

From the 62 studied reports, the reasons were
correctly identified in 55, that is, the number of
correctly identified causes of errors was 89%.

3. Conclusions

The use of MIS to provide information to
decision-making processes in the field of
automation testing allows you to successfully

solve the problems of classifying the analysis of
the input standard reports of automated tests
based on the data of the expert assessment of
automation engineers.

The developed system can have a wide
practical use for solving problems in the process
of developing and testing software products. To
quickly identify critical root causes of test
failures, chronological analysis and help the
engineer make decisions. The introduction of
this system can lead to an increase in the ability
of engineers to cover web applications with new
tests and will lead to a higher quality of
applications. It will also reduce the time it takes
to make decisions about failed tests. The
obtained accuracy allows us to assert that the
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proposed approach for the formation of the
Ministry of Internal Affairs makes it possible to
form it sufficiently informative due to its
application in conjunction with the proposed
architecture of the ensemble.

The effectiveness of using the proposed
architecture of the ensemble classifier for the
synthesis of models-classifiers based on an array
has been experimentally confirmed.

Applicationlssue
ActionStability

Defect

N
-

Configuration

Configuration -~

Applicationlssue
ActionStability |

Figure 7: Confusion matrix of the classification
model of automation test reports
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Abstract

In this work, the stability of a rotor-type UAV based on the STM32F405 microcontroller was
studied for flying in a fully automatic mode along a given trajectory during a gusty wind with
an average speed of 6-7 m/s. The INAV software with firmware ver.2.6 and the Ardupilot
software with arducopter firmware ver.4.0.5 were used. The possibility of correct formation of
the flight trajectory in the semi-automatic mode for taking photographs, studying the radiation
situation in the area, spraying fields, etc. has been established for Arducopter firmware. The
development of flight mission for INAV is more primitive, it is performed only in manual mode,
using preliminary calculations. The obtained results show that the INAV firmware with the
UAV allows only telemetry data to be transmitted to the ground station. It is impossible to
change the UAV flight trajectory from the ground station via telemetry. For the Ardupilot
software, the possibility of changing the route is shown by dragging the flight point to which
the UAV is approaching with the mouse pointing device. For the INAV firmware, it was
experimentally not possible to connect flying over a given waypoint with the execution of an
action, for example, turning on and off the sprayer nozzle, and dropping the load at a given
point.

Keywords
OMNIBUSF4V3, INAV 2.6, GPS receiver, STM32F405, UAV, OSD, ESC regulator, FlySky
FS-i6, Failsafe, Arducopter, Ardupilot, Pixhawk

1. Introduction automatic mode when flying around an area along
a given route and perform actions set before the
flight, for example, turn on and off the nozzles
when flying over the specified waypoints. The
software of the ground station should be able to
automatically generate flight trajectories and
actions performed during the flight over specified
sites [5]. It is important that during its flight the
vehicle should be sufficiently resistant to external
influences, for example, to gusts of wind. It is
necessary that the UAV flight is displayed on the
screen of the ground station, superimposed on the
geographical map of the area [6], as well as there

Currently, topical issues are the study of the
radiation situation in the area, performing
topographic and geodetic surveys for drawing up
a plan of the area, spraying agricultural fields,
carrying out rescue operations [1-4]. To solve
these issues, unmanned aerial vehicles (UAVs) of
both rotary type (quadcopters, hexacopters,
orthocopters) [1] and with a fixed wing (aircraft,
flying wings) [3] can be used.

To solve the problems under consideration, the
UAV should be able to operate in a fully
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will be a possibility of changing the route by
dragging the flight point with the mouse pointing
device, to which the UAV is approaching. It is
advisable to use the FPV flight capability [7] with
displaying telemetry data on the helmet screen for
maximum control over the UAV flight. In [6, 8],
other ways of using UAVs are presented, for
which their stability in flight and positioning at a
given point are also important.

2. Problem Statement

To solve the problems described above, it is
very important that the UAV is maximally
resistant to changing external impacts. For
example, with a constant wind of 5-6 m/s,
simplified mathematical models are used to
ensure flight stability. An example would be the
use of complementary filters for the joint
operation of a gyroscope and an accelerometer
and simplified models of PID regulators.
However, with a dynamically changing wind of
up to 15-20 m/s, it is required to use a more
complex mathematical apparatus and develop
software on its basis for the flight controller. In
this regard, the work considers the construction of
a quadcopter according to a well-known model
(X-copter) and its adjustment for modern
firmware INAV and Arducopter [8, 9]. The
adjustment is carried out experimentally with
enumeration of a large number of parameters
(including adjustment of the PID regulators), on
which the flight stability of the copter with the
given geometric parameters as well as the
parameters of the propeller group depends.

In this study, the most common firmware,
INAYV and Arducopter. These firmwares are free
to use, open source and user-configurable. INAV
supports a large number of flight controllers based
on 32-bit microcontrollers of the STM32F4 and
STM32F7 sets, positioning sensors (gyroscopes,
accelerometers, magnetometers, etc.), and OSD.
The Arducopter firmware was developed for
flight controllers APM 2.6 and Pixhawk [10]. In
this work, we have studied how the ported
Arducopter ver.4.0.5 firmware practically
functions on the OMNIBUSF4V3 controller [11]
and how stable flight will be in navigation mode
for such flight controllers based on STM32F4.
The OMNIBUSF4V3 controller is also used for
the INAV ver.2.6 firmware. Therefore, the testing
conditions are the same. The use of free firmware
and common cheap flight controllers makes it
possible to design low-cost UAVs. For example,

a copter assembled for experimental purposes is at
a cost 2-3 times lower than commercial ones,
which have similar flight modes. Pixhawk flight
controller is about 5 times more expensive than
OMNIBUSF4V3.

3. Research Design

For Arducopter versions, up to ver. 3.2.1,
which was used by the autopilot based on
atmega2560 microcontroller — for example, APM
2.6 and 2.8 — the Discrete Cosine Matrix (DCM)
mathematical apparatus was used to estimate the
position/orientation of the aircraft [12]. The DCM
was also called the first generation attitude and
position estimation system.

The current stable version of ArduPilot (4.0.5)
uses EKF2 as the main source of orientation in
space, with the DCM running in the background.
If the autopilot has two (or more) available IMUs
(the Inertial Measurement Unit contains a
gyroscope and accelerometer), two EKF “cores”
will work in parallel, each of which will use its
own IMU. At any given time, only the output
signal of one EKF core is used, and it is this core
that reports the best state, which is determined by
the consistency of the data of its sensors.

Figure 1 shows the evolution of the Attitude
and Heading Reference System (AHRS) [13]

AHRS evolution
DCM g
» ekF1 W ExF2 | EKF3
Inertial Nav
Coptar 321 Copter ).) Copter 34~ 40 Coplerdt~

Figure 1: Evolution of AHRS for different versions
of ArduPilot

INAV firmware for OMNIBUSF4V3 flight
controller uses Alpha-Beta filter (complementary
filter) for position estimation. It allows using the
accelerometer and gyroscope to obtain fairly
accurate pitch and roll values. However, with
large vibrations of the motors, its accuracy
becomes insufficient and this filter is not suitable
for using another sensor, a magnetometer. That is
why aircraft behave unstable when switching to
fully automatic control with INAV firmware.
Therefore, in this work, along with INAV
firmware, the behaviour of the craft in automatic
mode, using the Kalman filter, is investigated.
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Another alternative is the Madgwick filter
[14], which gives a better result than the Kalman
filter in the results of position accuracy and
calculation performance.

The Advanced Kalman Filter (EKF2)
algorithm used in ArduPilot provides a way to
combine or consolidate data from an IMU, GPS,
compass, airspeed sensor, barometer, and other
sensors to calculate a more accurate and reliable
estimate of the UAV position, speed and angular
orientation. This algorithm evaluates a total of 22
states from different sensors.

The issues of constructing mathematical
models to ensure the stability of the UAV were
also discussed in [15-17].

4, Basic Material

Results

and Working

For testing the UAV, a quadcopter with a 250-
mm frame was chosen (Figure 2). On the
quadcopter, the following equipment was
installed: motor 2204/2300 KV with ESC
regulator 30A; propeller 5x4.5 inches; GPS
receiver: u-blox NEO-6M; control equipment:
FlySky FS-i6 firmware upgraded from 6 to 10
channels with a communication range of up to 1.0
km; flight controller OMNIBUSF4V3 based on
STM32F405 LQFP64 microcontroller (168Mhz,

Video

transmitter

IM Flash, 192kB SRAM) with built-in
gyroscope, MPU6000 accelerometer and
BMP280 barometer; battery 1500 mAh/hour, 11.1
V; video camera and video transmitter TS832
with a power of 0.6 W. The flight weight of the
quadcopter was about 550 g.
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Figure 2: Photo of the tested quadcopter

The interconnecting network of the copter
electronic components is given in Figure 3. The
video camera is connected to a separate power
source. The copter sends telemetry data, which are
superimposed on the image of the terrain obtained
from the video camera, through the video
transmitter.

Video camera
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Antenna GPS

Recelver GPS
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Figure 3: The interconnecting network of the copter electronic components

To configure the flight controller of the copter,
the firmware file for the microcontrollers and the
ground station software are used. The ground
station uses Mission Planners, which is located at
https://firmware.ardupilot.org/Tools/MissionPlan

ner/. The firmware for OMNIBUSF4V3 is copied
from
https://firmware.ardupilot.org/Copter/stable-
4.0.5/omnibusf4/ under the name
arducopter with_bl.hex.



When sold OMNIBUSF4V3 controller is
usually pre-flashed with Betaflight firmware.
After Betaflight, INAV firmware is installed quite
easy [9]. Setting up this firmware using the INAV
navigator was considered in [18-20]. After its
installation, test flights were performed with
INAV ver.2.6. After completing the testing,
arducopter firmware was installed. However, it is
not possible to directly install arducopter
firmware from Mission Planners, the ArduPilot
ground station. To use ArduPilot, you need an
ArduPilot compatible bootloader on the
microcontroller. Therefore, bl.hex file is used,
which contains the firmware and bootloader
compatible with ArduPilot. blhex file can be
flashed using the INAV configurator, which uses
a convenient graphical interface for this purpose.
Before flashing, the controller should be switched
to DFU mode (Figure 4).

DFU push button

Figure 4: Switching OMNIBUSF4V3 controIIer to
DFU mode

If OMNIBUSF4V3 controller is not
recognized as a com port under Windows, zadig
program is downloaded from http://zadig.akeo.ie/
and installed.

It should be noted that the peculiarities of the
firmware for OMNIBUSF4V3  controller
compared to the typical firmware developed for
Pixhawk 2.4.6 flight controller based on
STM32F427 Cortex M4 processor with FPU 168
MHZz/256 Kb RAM and 2 Mb flash memory. The
microcontroller on OMNIBUSF4V3 has 1 Mb
flash memory, so its capabilities are limited. For
example, some sensors and telemetry formats may
not work; some devices cannot be controlled, etc.
Lua scripting is not possible due to insufficient
flash memory. These scripts provide a safe
sandbox environment for adding new behaviour
to the autopilot without changing the main flight
code.

Despite this, the flight performance with
OMNIBUSF4V3 is higher than with APM 2.6
based on ATmega2560 processor due to a more
advanced mathematical model of flight control
when using the same type of sensors.

The quadcopter firmware is configured using
MissionPlanner ver. 1.3.74 application.

A computer is connected to the flight
controller using a USB cable. Then the Mission
Planner application is launched, which connects
to the firmware of OMNIBUSF4V3 controller by
clicking on CONNECT (1) in the upper right
corner. The frame type is selected step by step
(Figure 5).

Stages of action:

Install Firmware 2

>> Mandatory Hardware

3 Accel Calibration
Compass
Radio Calibration
Servo Output
ESC Calibration

Flight Modes

Figure 5: Selection of a frame type

The calibration of the accelerometer, compass,
control equipment and ESC regulators is
performed. Calibrations are performed according
to the step-by-step instructions on the
corresponding tab. Figure 6 shows a combination
of setting tabs. To calibrate the accelerometer, the
copter is sequentially installed to a fixed position
along 6 axes, followed by fixing each of the
positions. It is best to calibrate the magnetometer
in the launch field by rotating the quadcopter in
six axes until the Mission Planner reports the end
of the calibration. The Ilocation of the
magnetometer relative to the flight controller is
determined automatically.

ESC controllers are configured as described in
the ESC Calibration tab.

Before setting flight modes (Flight Modes) it
is necessary to configure FlySky FS-i6 control
equipment. In order to do this, it is first upgraded
to a 10-channel operating mode [18,19]. Then, on
the FlySky FS-i6 operation panel, go to the End
points and Aux channels tabs, in which the
parameters shown in Figure 7 are set for the 5th
channel. The Reverse tab sets the reverse for the
2nd channel.
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Figure 7: Setting parameters on the FlySky FS-i6
operation panel for the formation of flight modes

Such an installation will allow using the three-
position SWC and two-position SwD switches to
work with 6 different flight modes. Figure 8

[LE T

shows the flight mode and Failsafe settings tabs.
To implement Failsafe, the control hardware and
receiver are preconfigured as presented here [18,
19]. FailSafe mode is set to minimum throttle.
That is throttle value is equal to 1003 pulses when
control equipment is on. If communication with
the operation panel is broken, this value will be
equal to 900 pulses. Fig. 8 shows that it is set to
950, below which FailSafe will be triggered. This
will turn on the Enabled Continue mode with
Mission and Auto modes, so the flight mission is
continued in automatic mode.
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Figure 8: Setting flight modes and FailSafe

To control the battery charge, in order to notify
about its charge via telemetry, to give an audible
signal informing about a low battery charge, and

execute a command to return the copter to the
takeoff point when the battery is low, the battery
should be calibrated. It is performed in the tab
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shown in Figure 9. For OMNIBUSF4V3, the
values are set inked with green rectangles.

IGTUNING  SIMULATION

Install Firmware

>> Mandatory Hardware

>> Optional Hardware = Sensor

RTK/GPS Inject

Sik Radio
Calibration

1. Measured battery voltage:

2. Battery voltage (Calced):
3. Voltage divider (Calced):
4. Measured current:

5. Current (Calced)

6. Amperes per volt:

Battery Monitor 2
UAVCAN
Compass/Mator Calit|

Range Finder

Figure 9: Battery calibration

The Extended Turning tab is used to configure
the parameters of the PID controller and some
navigation flight modes (inked in a red
rectangular).

For copters, the PID controllers are adjusted by
manual selection based on visual control over the
stability of the aircraft behaviour. At present there
are no reliable mathematical models for the
automatic determination of the parameters of PID

ATA  PLAN S

Flight Modes

GeoFence

Basic Tuning Lock Pitch and Rell Values
<. Rate Roll

Standard Params

Advanced Params

Onboard OSD

MAVFip

User Params

Full Parameter List

Full Parameter Tree

Planner

Figure 10: Setting up the PID regulators

The OMNIBUSF4V3 flight controllers are
equipped with an OSD chip, with the help of
which it is possible to overlay telemetry
parameters (flight altitude, speed, distance

Monitor || Analog Voltage and Curent - Battery Capacity 1500
g P erton Low Btery

HW Ver |0: CUAV V5/Pixhawk4 or API‘

6,06822833418

11.05154

controllers. Therefore, for the convenience of
adjusting the parameters during the flight, the
sixth channel of the control equipment — the
"spinner" — is used to set specific PID parameters
and designate the range of these parameters. In
Figure 10, the above said is inked in green
rectangles

~WPNav {cm
Speed
Radius

Ml speed up
ee Ml Soosd Dn
RCS Opt Al Loiter Speed
RC10 Opt -

travelled, number of received satellites, battery
charge, etc.) on the video image of the FPV
camera. The Onboard OSD tab is used to
configure the OSD (Figure 11).
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Figure 11: Setting up the OSD

The FPV camera screen field with the selected
parameters is ensquared in green, and the settable
parameters are selected at the bottom, ensquared
in orange.
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More fine adjustment of aircraft flight modes
is performed in the Full Parameter List tab (Figure
12).

1t innovation consistency check
s it more likely that bad measurements
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be used for flight control. To
ianging the valu

Figure 12: The Full Parameter List tab for fine adjustment of flight parameters

When configuring the firmware of the
ArduPilot copter, one should pay attention to
setting the following parameters:

AHRS EKF TYPE = 2 This parameter
determines which version of the Kalman filter is
used to estimate orientation and position;

EK2 ENABLE = 1 This enables EKF2.
Turning on EKF2 only triggers mathematical
calculations, but that does not mean that it will be
used for flight control. To use it, you should set
AHRS EKF TYPE = 2. After changing the value
of EK2 ENABLE, you must perform a restart
procedure for the parameters to take effect;

EK2 IMU MASK = 1. One-byte IMU bitmap
for use in EKF2. A separate item of EKF2 will be
launched for each selected IMU. Value = 1 only
uses the first IMU (default), if value =2 then only
the second IMU is used, value 3 allows the first
and second IMU to be used. Up to 6 additional
IMUs can be used if memory resources and
processing speed permit. There may be
insufficient memory and processing resources to
run multiple items. If this happens, EKF2 will not
start;

EK2 ALT SOURCE = 0 defines which
sensor is used as the main one for determining the

58



altitude: 0: barometer is used (default); 1:
Rangefinder is in use.

2: GPS is being used. Useful when GPS quality
is very good and barometer drift can be a problem.
For example, if the copter will perform long-
distance missions with elevation differences>
100m;

EK2 GPS TYPE =0: controls the use of GPS.

0: use 3D speed and 2D position from GPS; 1:
use 2D speed and 2D position (GPS speed does
not affect the altitude estimate); 2: use 2D
position; 3: no GPS (it will use the optical flow
from the sensor only if available);

EK2 CHECK SCALE scales thresholds that
are used to check GPS accuracy before the EKF is
used. The default is 100. Values greater than 100
increase, and values less than 100 decrease the
maximum GPS error that the EKF accepts. A
value of 200 will double the acceptable GPS error.
For EK2 CHECK_ SCALE of the tested aircraft
the value of 130 is set. In this case, it establishes
communication with satellites faster, but also flies
stably;

AHRS GPS GAIN = 0 parameter controls
how much intensive GPS should be used to
correct the position. The parameter for the
airplane should not be equal to 0, as this will lead
to loss of control of the airplane when turning. For
an airplane, the value is 1.0. For a copter is 0. The
consequence of this parameter turned on is the
twitching of the horizon line when the craft is
stationary if the GPS does not perfectly capture
the position and drifts. With strong jumps in GPS
position, the roll can reach critical values, which
will lead to instability of the copter. Therefore, in
copters this parameter is set to 0.

GPS_AUTO _SWITCH = 0. Setting up
automatic switching between multiple GPS. For
one GPS, the parameter is set to 0.

The following is how braking is performed in
LOITER flight mode (holding position and
altitude):

LOIT_ACC MAX = 500 Maximum
acceleration of position correction in Loiter mode
in cm/s/s. Higher values cause the aircraft to
correct position errors more aggressively (for
example, in gusts of wind);

LOIT BRK ACCEL = 100 Acceleration of
braking when the copter jams on the brakes, in
cm/s/s. Higher values stop the copter faster when
the left-to-left and front-to-back stick of the
controlling equipment is moved to the centre.
Large values of this parameter lead to sharp
braking, which can lead to a rollover of the copter,
especially in gusty winds;

LOIT BRK JERK Braking jerk at Loiter in
cm/sec/sec/sec. Higher values will eliminate
braking more if the pilot moves the sticks during
a braking manoeuvre. The default setting is used.

Ardupilot  software allows performing
automatic formation of the flight path, for
example, for taking photographs, studying the
radiation situation in the area, spraying fields, etc.
Figure 13 shows an example of the formation of a
flight mission for fertilizing a field. The
processing contour is preselected (highlighted in
red) and the flight path is automatically formed to
cover the area that can be treated by the spraying
system (the path is represented by yellow lines)
[21]. Usually, the flight altitude above the ground
is set equal to 1.5-3 m, which should be provided
by the ultrasonic sensor. Its use is especially
important if the field surface is not flat, i.e. there
are depressions and hills.

Figure 13: Formation of a flight mission in semi-
automatic mode

In this work, an experimental test of the flight
stability of the quadcopter presented in Fig. 2 with
INAV firmware, ver. 2.6 and Arducopter
firmware, ver. 4.0.5, was carried out. The test was
carried out during winds of different intensity
(table 1) in navigation modes. In fig. 14 (right)
shows the flight path for two firmwares, which are
programmatically set in the Mission Planner
ground station for Arducopter and similarly in
INAYV - Configurator for INAV ver.2.6 firmware.
Figure 14 on the left shows the real flight path for
Arducopter ver.4.0.5, which was built using the
Google Earth software package based on log files
from the flight controller. A similar trajectory was
obtained for INAV. As can be seen from Tablel,
the flight of the copter in navigation mode on the
firmware INAV ver.2.6 was completely
unsuccessful in a wind of 6-7m / s with gusts. Loss
of stability of the quadcopter was recorded with
its fall at the moment of passing an arbitrary
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waypoint, when the stability of the copter was
minimal due to a sharp change in the direction of
flight and a sharp gust of wind. Tests for high
wind speeds were not carried out due to the
obvious advantage of the Arducopter ver.4.0.5
firmware.

Table 1
Experimental parameters and results
Ne Wind Number The number of
speed, of tra- crashes of the
m/s jectory  copter for
flights firmware
Ardupilot  INAV
1 1-2 5 0 0
2 3-4 5 0 0
3 4-5 5 0 1
4 6-7 5 0 5
Thus, the expediency of wusing the

mathematical model of the extended Kalman filter
was experimentally established to ensure the
stability of the flight of a rotor-type UAV.

Figure 14:>Copter flight trajectories according to
the program (right) and obtained experimentally
(left)

5. Conclusions

1. Experience has shown that the operation of
Arducopter firmware for OMNIBUSF4V3 flight
controller, which was developed for the Pixhawk
family flight controllers is correct.

2. A test of the stability of the flight of the
quadcopter on a frame of 250 mm during a gusty
wind of 6-7 m/s in navigation modes Arducopter
firmware was carried out. The stability of the
flight in the mode of automatic flight by points
and in the mode of automatic return to the starting
point was noted.

3. Likewise for INAV firmware, ver. 2.6, flight
stability of the same quadcopter was tested during
a gusty wind of 6-7 m/s in navigation modes.

Significant flight instability was found in the auto
return and point-to-point flight modes. Loss of
stability of the quadcopter with its fall was
recorded.

4. The expediency of using the mathematical
model of the extended Kalman filter to ensure the
stability of the flight of a rotor-type UAV, which
is used in the arducopter 4.0.5 firmware, has been
experimentally established. It provides better
flight results in navigation modes than the
complimentary filter based firmware (INAV 2.6
firmware). When flying in acro (gyroscope) and
stabilize (gyroscope + accelerometer) modes, the
behavior of the copter for these two firmwares did
not differ noticeably.

5. It is deemed that the mathematical model of
the extended Kalman filter is expedient to use on
high-performance microcontrollers such as
STM32F4 and STM32F7 for flight in navigation
modes, where many sensors are simultaneously
used to provide information about the position of
the UAV.

6. The possibility of correct formation of the
flight trajectory in the semi-automatic mode for
taking photographs, studying the radiation
situation of the area, spraying fields, etc. has been
experimentally  established for Arducopter
firmware. Formation of a flight mission for INAV
is more primitive, it is performed only in manual
mode, using preliminary calculations.

7. It has been established that INAV firmware
with the UAV only allows transmitting telemetry
data to the ground station. From the ground
station, changing the UAV flight trajectory
through telemetry is impossible, for example,
when "dragging" the flight point with the mouse
manipulator [22-24]. Arducopter firmware
supports the two-way MAVLink protocol for
receiving and transmitting telemetry data between
the flight controller and the ground station.

8. For INAV firmware, it was experimentally
impossible to connect the flight over a given
waypoint with the execution of an action, for
example, turning on and off the sprayer nozzle,
dropping the load, turning on/off the video
camera. Arducopter firmware allows doing these.
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AHoTauinA

OnHUMHU 3 OCHOBHHUX INOKA3HHKIB, III0 BCTAHOBJIIOIOTHCS NPH MPOEKTYBAHHI Ta MOAEpHi3alil
CKJIAIHUX TEXHIYHUX 3aco0iB, € IMOKa3HWKMA HAJIMHOCTI Ta BapTocTi ekciuryaramii. Lli
MIOKa3HHUKH 3aJIeXKAaTh Bijl BIaCTUBOCTEH HaXiHHOCTI Ta pEMOHTONPHUAATHOCTI 00’ €KTa, a TaKOX
BiJ| IapaMeTpiB CHUCTEMH TEXHIYHOTO OOCIYrOBYBaHHS i PEMOHTY. Y CTaTTi pO3INIAJA€ThCs
npoOneMa BHU3HAYCHHS MIiAXOAIB IO ONTHMI3amii mapaMeTpiB IpoLecy TEXHI4HOTO
00CITyrOBYBaHHS 3 TIOCTIHHOIO MEPIOMYHICTIO KOHTPOJTIO.
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Abstract

One of the main indicators set in the design and modernization of complex technical means are
indicators of reliability and cost of operation. These indicators depend on the properties of
reliability and maintainability of the object, as well as on the parameters of the maintenance
and repair system. The article considers the problem of determining approaches to optimizing
the parameters of the maintenance process with a constant periodicity of control.
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Maintenance, maintenance criteria, maintenance modeling
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SJIEKTPOHHUX Ta PaJiOeIeKTPOHHUX 00 €KTIB Ta
CHUCTEM 3a0e3MeuyeThCs SKICHOI  POOOTOI0
CHCTEMH TE€XHIYHOTO 0OCITyrOBYBaHHS i pEMOHTY
(TOiP). HeoOximHicTh TIPOBEACHHS TEXHIYHOTO
00CITyroByBaHHS TOJIATAE Y CBOEYACHIN 3aMiHi
€JIEMEHTIB, SIKi 3HaXOJATHCS Y ePeBiAMOBHOMY
CTaHi, M0 TNPU3BOAWTHL JIO  MOJIMIICHHS
MOKa3HMKIB O€3BIIMOBHOCTI O0’€KTY y LiJIOMY.
PeMOHT mpoBOAWTBCS 3 METOIO BIIHOBJICHHS
crpaBHOro ab0 Mpane3aTHOTO CTaHy 00'€KTa, a
TaKOK BiJHOBJIEHHS pecypcy Bchoro 00'ekra abo
Horo yactunu [1-4].

IlokasHukn  HamifHOCTI  Ta  BapTOCTI
eKCIUTyaTaii 00’€eKTIB 3aJIe)KaTh BIJ
BJIACTUBOCTEN 0€e3B1IMOBHOCTI Ta

PEMOHTOIIPUAATHOCTI CaMOTO 00’€KTa, a TaKOXK
Bin mapametpiB cuctremu TOiP. Takum uyuHOM
iCHye  3arajbHa  mpoOiema  ONTHMi3awii
XapaKTepUCTUK 00 €KTY Ta MapaMeTpiB CUCTEMH
TOiP.

2. 3aronoBOK NepLloro piBHA

ITocranoBky 3azmaui onTumizalii mapaMmeTpiB

TOC wmoxkHa 3BeCTH 1O pPO3B’SI3aHHS 3aJad:
onTuMmizamii 3a kpurepiem minc, (1) Ta

onTuMizanii 3a kputepieM max K,z (2):
TO(E?O’UiovTIf) 2 T()HeO6X >
ce(EﬂT‘O,U:O,T;)—)min, @)
TO(E:O’ U:O’TI?) 2 T0H606X ;

KTB(E;“O’U;O’T}?) —>max, (2)

HeoO0Xx
Ty

bi (K 3aJjaHa BHAMOTa JIO0 piBHSA

Oe3inmoBHOCTI 00’€kta; Erg, Upg 1 T —

HIyKaHi onTuManbHi 3Ha4eHHs napamerpis TOC 3

HOCTIHOIO TepioAnYHICTIO KOHTpomo; Eiq

MHOXMHA €JIEMEHTIB, 5Kl 00ciIyroByoThest; Uqg

— BEKTOp DiBHIB, 10 BU3HAYAIOTh HEOOXiTHICTH

mpoBeneras TO enemenTiB; Ty — nmepioAnYHICT
KOHTPOJIIO.
* * . * .
Mapamerpu E1,, Upo 1 Ty, orpumani B
pe3yiabTaTi po3B’s3anHs 3anad (1) i (2), OymyTh

pi3HAMU.

IIpocTtip, B SKOMY TOBWHEH 3IiHCHIOBATHCS

* * . *
HOIIYK ONTUMaNbHUX 3HaYeHb By, Upg 1 Ty, B

000X 3a/1a4ax 0JTHAKOBUI 1 SIBIIsIE COOOKO IEKaAPTIB
N00YTOK HACTYITHOT'O BUTJIAAY:

(Ero} < 10,115l x[0,00), (3)

ne {Eqo}
€JIEeMEHTIB, AKi BXOIATh A0 MHOXKHHH Eg;

MHOXHHA, II0 CKJIaJaloThCa 3

0.1

TIPEACTaBIIIE COO0I0 BEKTOP PO3MIPHICTIO |ETO| ,

rinepky0, KOXXHa TOYKa B SKOMY

€IEMEHTAMH BEKTOpa € YHCNa, 10 HaJIeKaTh
Bigpisky [0,1]; [0,00) — umcnoBa BiCh, IO
MICTHTh BCi IO3UTHUBHI YHCIIA.

ITopomxyrounm enemeHToM TpocTopy (3) €
MHOXHMHa OOCIyroByBaHUX eneMeHTiB Epg.

Mnoxuna E;, BH3Ha4YaeThCsa pO3pOOHHMKOM, 1 B

Hel BKIIIOYAIOTHCS HAWMEHIN HaIiliHI eJIEMEHTH,
JUIA SIKUX BiZIOMi BH3HA4YalbHI IapamMeTpu 1 €
3acobu iX BuUMipoBaHHiI. Ha eram po3poOku
00’€KTa TEXHIKM JUIS [OEAKMX IOTEHIIINHO
00CITyroByBaHHX CJIEMEHTIB BHU3HAYAJIbHI
napamMeTpu MOXyTb OyTu e HeBigoMi. OpHaK, i
Taki eJeMEHTH MOXYTh OYTH BKIIOYEHI IO
MHOXKMHH E o 3 METOI0 mepeBipKu JOLIBHOCTI

B MalOyTHbOMY [OJATKOBUX JOCIHIIKEHb 3
BUSIBJICHHS BU3HAYAJbHUX IapaMeTpiB Ul LUX
CIEMEHTIB. 3a pe3ylbTaTaMd MOJEIIOBaHHS
PO3pOOHMK  Ma€  MOXJIMBICTH  BU3HAYUTH
OUiKyBaHMI BHTpaml B HaAiHHOCTI 00’€KTa 3a
paxyHOK NPOBEJICHHS TEXHIYHOTO
obocnyrosyBanns (TO) 1ux enemeHtiB. fkiio
BUSIBUTBCA, IO BUTpAll iCTOTHHUH, PO3pOOHUK
MOJK€ MIPUHHATH PillIEHHS PO AOAATKOBI BUTPATH
Ha 3MiHM KOHCTPYKWii 00’€KTa 3 METOI0

3a0€3MEUCHHs]  BUMIPIOBAHHS ~ BU3HAYalbHHUX
napaMmeTpis.
Orxe, w™HoxuHa Ep,  3amaereca 3

ypaxyBaHHSIM BXE TMPUUHITUX pPIlICHb PO
HeoOxigHicth TO M1 4YacTUHM €JIEMEHTIB, a
TaKOX 13 MIPKyBaHb MEPEBIPKHA JOILIBHOCTI
BKIJIFOUCHHS JI0 KOJIa OOCIYrOBYBaHHS, I1HIIUX
€JIEMEHTIB.

3amauy (1) mepemxbagaeThCcs Po3B’SI3yBATH SIK
MOCJIZIOBHICTh  YAaCTKOBUX  3ajlad, y SKHUX
MHOYKHHA 00CITyroByBaHHX eJIEMEHTIB
3adikcoBana. Ha xoxxHOoMy Kpomi (opmyeTbes

. +

JOTIOMi)KHa MHOKMHA B, NUISIXOM 107aBaHHS B
Hei 110 0IHOMY elIeMEHTY, B3sToMy 3 E . Ilepen
LIUM BCl

€JIECMECHTH MHOXXHUHU Ero

YIOPSIIKOBYIOTHCS 32 3POCTaHHSM CEPEIHBOTO
HapoOITKy 70 BiIMOBHU €JIEMEHTIB.

Ha xoxHOMy Kkpomi it 3adikCOBaHOT
+
MHOXHHU E1, pO3B’sI3y€ThCcs YacTKOBa 3a/1aya

. + .
BU3HAYCHHA OITHMaJIbHUX IIapaMETp1B UTO 1
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+ .
TK , 110 3a10BOJIBHAKOTH YMOBI1

ce(Efo, Uto, T ) = mn"ll" - @

+ + 1 ot
Pro :<ETO’UTO9TK >, o

3aI0BOJIbHSIE YMOBI (4), € YMOBHO ONTHMAaIHHIM
pIIIEHHSAM, OTPHUMAaHMAM 33 YMOBH, II0 MHOKHHA

Po3B’sa130K

: +
00CITyroByBaHUX €JIeMEHTIB Mae cknaa Eqq .

. + .

IIpu nonmaBamni B E[, HOBHUX e€leMEHTIB
cepenHiii HapoOiTok Ha BigmMoBy T Mae
3poCTaTH, 1 SK TIIBKH Ha JOEIKOMY KpOIIi
Tp = T51806 , Tmporec

BHUKOHAETHCA yYMOBa

MOIIYKY PO3B’A3KY NpUNHUHAETECS. OTpUMaHUN B
OCTaHHBOMY  KpOLi ~YMOBHO  OITHMAJbHUI

PO3B 30K P;'O NPUIMAETHCS SIK ONTHMAJIbHE

*
b
po3p’sizanns Prg .

AHAJIOTIYHUM YHMHOM PO3B’SI3y€ThCS 1 3a1aya
(2) 3 Tiero JuIIe BIOMIHHICTIO, IO 3aMiCTh
JacTKOBOI 3amaui (4) Ha KOXHOMY KpOIIi
PO3B’sI3YETHCS 3a/1ada

KTI/I(E;_OaU;—OaT;)_) ma); . (5)

TakuM 4MHOM, 3a PAXyHOK Takoro HmpuioMy
MH CKOPOTWJIH KIJIBKICTh TapameTpiB, IO

ONITUMI3YIOThCS, 10 1BOX — Upg 1 T .

[Tapametp U;ro € BektopoM piBHiB TO, 110

3aal0ThCS  JUIA  PI3HUX  OOCIYrOBYBaHUX

. . + +
eneMeHTiB. OnTUManbHI 3HaYCHHA Urg; € Ugg
IIOBUHHI

nepedyBaTd OKpeMO Ui PI3HHX

. + o L.
eneMeHTiB ¢ €Eq,, Tak sK HMOBIipHIiCHI

XapaKTePUCTUKU TPOLECY Jerpajamii pi3HUX
€JIEMEHTIB MOXYTh ICTOTHO pi3HHUTHCA. [lpm
bOMY HAWOIBIIINI BIUIAB Ha BHOIp

+
ONTUMAJIBHOI'O 3HAYCHHA Urg; , IOBUHHA JJaBaTHU

BeIMuMHA  KoedillieHTa  Bapiaiii  mpouecy
Jerpagauii eJeMeHTa Vyi. 3 1HmOro OOKYy,

: +
ONTUMAJbHI 3HAYEHHS Upgy; MOXYTh 3aJIeKaTH

. . . +
TAaKOX B NIEP1OANIHOCT1 KOHTPOJIHO TK .

3. BUCHOBKM

B crarti  mpoBemeHwii  anHamiz  Ta
3aMpoIOHOBAaHI NMUISXHM MPOBEACHHS ONMTHUMI3aIlii
TIporieca TEXHIYHOTO OOCTYyTOBYBAHHS CKJIATHOTO

TexHiuHOro o00’ekTa. Bu3HaueHo, ™m0 mpHu
+
MOIIYKYy YMOBHO ONTHUMalbHOro BekTopa Urg

HEeoOXi1THO 3/IIHCHIOBATH PO3ALIHHY ONTUMI3aIli0
U1 KOXKHOro 3 HOro ejeMeHTiB. Takox
JIOBEIEHO, [0 MpH  IOMYKY  YMOBHO
ONTUMAJBHOTO pillleHHs HEeOoOXiMHO IIyKaTH

. . . +
CYMICHO ONTHMaJbHi 3Ha4eHHs napamerpiB Uq,

. T+ 3Hait . 6xinHi
1 1y . 3HaugeH1 pe3yinbTaTH HEOOXIOH1 IS
PO3pOOKH METOIUKU Ta AITOPHUTMIB OIITHMi3allii

rapameTpiB pi3HHX BHIIB TEXHIIHOTO

00CITyrOByBaHHSI.
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Neural Network Used For Short-Term Air Temperature
Forecasting
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Abstract

This article presents the results of solving the problem of preparing initial data and determining
specifications for an artificial feedforward neural network used for short-term forecasting of
ambient air temperature values. Based on the requirements for the accuracy of forecasts, the
data for network self-learning was optimized, namely, the number of training vectors and their
length, the type of the source data itself, the features of creating a training sample from an array
of source data were determined. Additionally, the specifications of neural network that provide
the required accuracy of forecasts were selected, namely, the requirements for the network
neuron activation, and the number of hidden layers.

Keywords

Artificial neural network, short-term forecast, air temperature

1. Introduction

Forecasting is one of the most important tasks
in almost all areas of science and life. Predicting
weather factors is one of the oldest forecasting
tasks because of their great influence on all
aspects of human life. Meteorological weather
forecasts are a scientifically based assumption
about the future state of the weather. The success
of modern short-term weather forecasts is quite
high, but there are also inaccurate forecasts,
especially in cases of abnormal manifestations of
the weather. Therefore, research in this area
remains relevant at the present time.

In recent decades, along with traditional
methods of weather forecasting, the use of
artificial neural networks (ANN) for forecasting is
considered as a promising area of research [1, 2,
3, 4]. The initial data for weather forecasting for
ANN are commonly the results of regular
measurements of weather characteristics in the
form of numerical values. With the help of ANN,
it is possible to model the nonlinear dependence
between the future value of a time series, its past
values, and the values of external factors [5]. For
instance, it is proposed to use fully connected

EMAIL: b.perelygin@gmail.com (A.1); tatkatkach@gmail.com
(A.2); aninfo2000@gmail.com (A.3)

ORCID: 0000-0002-6049-8897 (A.1); 0000-0002-5403-5933
(A.2); 0000-0002-0018-5696 (A.3)

feedforward neural networks to predict the time
series of mountain soils humidity [6]. Deep neural
networks could be wused to predict the
meteorological visibility range [7]. Multi-wavelet
polymorphic networks could be employed to
predict geophysical time series [2]. To predict
long-term series, it is proposed to use extreme
learning machines [8], convolutional neural
networks [9]. In particular, examples of predicting
temperature values are presented [1, 3, 10].
However, a comparative analysis of the
possibility of using different ANN architectures is
carried out in the papers concerned with the
aforementioned subject, and, as a rule, the
methodology for preparing initial data, numerical
estimates of forecasting quality, and the influence
of the ANN parameters on these estimates are not
sufficiently covered. That means, that these
academic papers do not sufficiently cover
solutions problems of selection of parameters of
ANN for forecasting meteorological elements.
This work aims to fill this gap. Therefore, when
implementing this attempt, a well-known
feedforward ANN was taken as the subject of
research and used for short-term forecasting.
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2. Problem statement

The object of the study is the process of using
a feedforward ANN to predict air temperature
values. The subject of the study is a feedforward
ANN designed for short-term forecasting of air
temperature values.

In the process of conducting research, it was
necessary to find out the impact on the accuracy
of forecasts: 1) the parameters of neural network
learning data (the length of the training vectors,
the number of training vectors, the location of the
sample for training in the general series of
observations, the types of source data) that
provide the best accuracy for short-term forecasts
with a lead time of 3 hours, 1 day and 3 days; 2)
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the influence of the parameters of the neural
network on the accuracy of forecasts with the
above-mentioned lead time (the number of its
hidden layers, the presence of restrictions in the
activation functions of neurons of hidden layers).

3. Initial data

The air temperature values were chosen as data
for the research because of the continuity of these
data and the clarity of the results obtained. The
data are a long 15-year series of air temperature
values (43569 samples) obtained during regular
eight-term observations at the weather station
33837 Odessa from February 01, 2005 to
December 31, 2019 (Fig. 1) [11].

T
-4.6
-6.0
6.6
34

1.0
2.4

09
-1,6
-39
-5.9
-4.7
-2.8
-1.7
-2.5

-5.5

Figure 1: A fragment of data on the air temperature of the weather station 33837 Odesa

When forming an array of initial data, the
missing air temperature values were interpolated
as the arithmetic mean of neighboring
temperature values. There were only 6 such
omissions in the data, so with a row length of
43569 samples, their correction did not
significantly affect the result of the study.

4. Research methodology end tools

Due to the large variability of meteorological
quantities in space and in time, the specific value

of any value specified in the forecast should be
considered as the most likely value that this value
will have during the period of the forecast. At the
end of the wvalidity period of the short-term
forecast, an assessment of its success is made,
which is based on the accuracy. Accuracy is the
degree of matching, with certain established
tolerances, of  predictive and  actual
meteorological values, and phenomena. The
accuracy of the temperature forecast is measured
alternatively. If the prognostic temperature
differed from the actual one by no more than 2.0
°C, then the forecast accuracy is 100%, if the
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difference is 3.0 °C, the accuracy is 50%, if > 4.0
°C - it's 0% [12] When conducting studies, the
accuracy was calculated similarly to the above
method, but without an alternative, in the form of
the ratio of the number of accurate forecasts
(falling within the range of £2 °C) to the total
number of forecasts for a given advance.

In the context of this paper, different types of
data should be understood as the actual existing
series of observations, the so — called "raw" data,
and its two transformations: a centered series —
obtained by subtracting the arithmetic mean from
all the values of the series; and a normalized series
obtained by dividing all the values of the series by
the maximum modular value of the series. All
series of observations were divided into two large
groups: the 1st group of data — for training and the
2nd group of data — for forecasting (Fig. 2).

Summer 2005 Summer 2019

|—|_ w o ﬁ

Temperature, °C

1st Group 2nd Group
of data of data
Samples
| - Training set
Il - Validation set
Il - Test set

Figure 2: Splitting the source data into groups
and arrays necessary for training an artificial
neural network and forecasting

The required arrays of initial data were formed
as follows from the first group of data intended for
training. The whole group was divided into 3
parts. The first part (I in Fig. 2) it was used for
training the network (training set). The second
part (Il in Fig. 2) was used as verification
(validation) set to check the quality of training.

Repeated repetition of experiments leads to the
fact that the control set begins to play a key role
in creating the model, that is, it becomes part of
the learning process. This weakens its role, as an
independent criterion for the quality of the model

— with a large number of experiments, there is a
risk of choosing a network that gives a good result
using the control set. In order to give the final
model proper reliability, the third part of the first
group of data was a backup (test) set of
observations (lll in Fig. 2).

The final model was tested on data from this
set to make sure that the results achieved using the
training and validation sets are real. According to
the obtained data, the indicator of the quality of
training was calculated according to the
methodology applied to the calculation of the
forecast accuracy. During the research, the
parameters of the neural network, the length and
number of training vectors changed, as well as the
place of the beginning of the array changed to
assess the seasonal impact of data on the quality
of the forecast.

For research, we used a traditional ANN of
direct propagation, shown in Fig. 3, the number of
inputs of which varied depending on the size of
the training set, the number of hidden layers
varied from 1 to 3. The neuron activation
functions also changed.

Hidden layer Output layer

i g

Figure 3: ANN model used in research

The simulation was carried out using a
computer with a processor Intel® Core™2 Quad
CPU Q8200 2.34 GHz and 12 GB of RAM.

5. Result analysis

When determining the best length of the
training vector and the best number of vectors
training the neural network in the context of
forecasts' accuracy, multiple simulations of the
training and forecasting procedure were
performed (N cycles — approximately 50). At the
same time, the training array size (the length of
the vectors and their quantity) was selected in
such a way that the training procedure was
completed in no more than one hour. Otherwise,
the meaning of short-term forecasting with a 3-
hour lead time would have been lost, since the
result could have been obtained after the forecast
time. During multiple simulations, the quality of
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training and the accuracy of all three forecasts of
different timings were evaluated when changing:
a) the type of source data ("raw", centered,
normalized), b) when changing the number of
hidden layers (1, 2, 3) and c) when changing the
activation function from linear to sigmoidal for

Quality of training

Vector length 2 o

- .
Number of vectors a)

hidden and output layers. As a result of these
studies, 72-N three-dimensional graphs were
obtained. Since the volume of this paper does not
allow us to present them all, two of them, as an
example, are shown in Fig. 4.

Accuracy of forecasts

“* Number of vectors b)

Vector length

Figure 4: An example of displaying the parameters of the quality of training (a) and the accuracy of

forecasts (b)

A number of training vectors is drawn along
the abscissa axis, the length of the vectors is
drawn along the ordinate axis, and either the value
of the training quality or the forecast accuracy
parameter for the corresponding advance time is
displayed along the application axis. Each point of
these graphs was calculated for the specified
vector length, the number of vectors, the number
of hidden layers of the ANN, the type of activation
function and the type of source data. From a
mathematical standpoint, the graph in Fig. 4, a
shows the quality of the network's approximation
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of the training array, and in Fig. 4, b — the quality
of extrapolation of data on which the network was
not trained. The graph in Fig. 4, b clearly shows
the instability of forecasts for any length of
training vectors and for a small number of them.
The analysis of all the graphs showed that in
order to obtain a specific accuracy of forecasts,
the initial data for training the network should be
presented in the form of 150 vectors with a length
of 16 samples each (the circled area in Fig. 5, a),
which also provides stable short-term forecasting,
one of the results of which is shown in Fig. 6.
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Vector length gog 0

Accuracy of forecasts for three days

Number of vectors b)
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Figure 5: Accuracy of forecasting with a linear function of neuron activation (a) and in the presence of
nonlinearity in the activation function of neurons (b) with the same form of initial data and the same

number of hidden layers

In addition, the presence of non — linearity by more than 2 times. Therefore, when solving

(restriction) in the activation function greatly
worsens the prediction quality indicator, i.e.
accuracy (Fig. 5), and increases the training time

such a problem, the neurons of the network must
have a complete linear activation function.
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Figure 6: The result of forecasting for one day (a) and for three days (b)

The simulation showed that an increase in the
number of hidden network layers does not
improve, but also does not worsen the quality of
forecasting, the accuracy does not change
significantly, but the network architecture
becomes more complicated and with the same
learning algorithm (the Levenberg-Marquardt
algorithm in the error back propagation
procedure), the training time increases by a
multiple.

The type of source data does not affect the
quality of forecasting, the accuracy does not
change significantly when replacing the "raw"
source data with centered or normalized ones.

6. Conclusions

The analysis of the obtained results made it
possible to determine the type of initial data, the

volume of initial data, and the main parameters of

the feedforward ANN for predicting temperature

values:
e the presence of non-linearity (restriction)
in the activation function significantly worsens
the prediction quality indicator, i.e. accuracy,
and increases the training time by more than 2
times, therefore, when solving such a problem,
the neurons of the network must have a
complete linear activation function;
e an increase in the number of hidden
network layers does not improve, but also does
not worsen the quality of forecasting, the
accuracy does not change significantly, but the
network  architecture = becomes  more
complicated and with the same learning
algorithm (the Levenberg-Marquardt
algorithm in the error back propagation
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procedure), the training time increases by a
multiple;

e the type of source data does not affect the
quality of forecasting, the accuracy does not
change significantly when replacing the "raw"
source data with centered or normalized ones;
e the initial data for training the network
should be presented in the form of 150 vectors
with a length of 16 samples each, which
ensures stable short-term forecasting;

e  when training on such a small amount of
data, the following condition needs to be
observed: when forecasting in a certain season
(time of year), earlier data for training needs to
be selected, necessarily from exactly the same
time of year, otherwise the forecast error
increases significantly.
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Abstract

Methods for the implementation of software and hardware tools for comprehensive
nondestructive research of thermoelectric parameters of semiconductors have been analyzed
and adapted. An information-measuring system has been developed, in which, due to a
combination of different research methods, it is possible to perform the whole complex of
thermoelectric measurements in one technological cycle and on one sample of typical
configuration, in particular, thermo-EMF, electrical conductivity, Hall coefficient,
magnetoresistance, Nernst-Ettingshausen coefficient, thermal conductivity, and thermoelectric
figure of merit. The use of digital algorithms for filtering and processing the received data made
it possible to obtain important parameters that are difficult to measure directly, in particular,
the mobility and concentration of charge carriers, parameters of near-surface layers, to
reconstruct the profiles of the distribution of thermoelectric parameters over the thickness. An
important advantage of these methods is the absence of the need for accurate measurements of
heat fluxes, which greatly simplifies and reduces the time for conducting experimental studies.

Keywords
Thermoelectric properties, information-measuring systems, measurement methods, computer
tools, signal processing, defects identification

1. Introduction semiconductor materials and for express methods
for determining the operating characteristics of

. . . thermoelectric energy conversion modules.
Thermoelectric materials are becoming more

widespread as simple and reliable energy
converters, but their efficiency is still quite low. 2. Selection and adaptation of
Therefore, a large number of studies are carried measurement methods

out aimed at increasing the efficiency of
thermoelectric materials. Such studies require

measurements of electrical conductivity, Seebeck . =
photoelectric properties, it becomes necessary to

coefficient, thermal conductivity, which, when . 7.
measure a sufficiently large number of quantities

using classical techniques, is a rather laborious . . .
task. si los of vari fiourati d of different nature (electrical conductivity,
4sk, SINCE sampres Of vatlous cONtIgurations an Seebeck coefficient, thermal conductivity,

accurate measurement of heat fluxes are required. . . .
. efficiency, etc.) depending on various factors
A large number of universal tools for laboratory : .
(temperature,  film  thickness, production

research have been developed, but their effective ;
. . parameters, type of substrate), which makes such
use is not always possible due to the narrow . . .
T . experiments quite laborious.
specialization  of  thermoelectric  research. . .
Since the preparation of a sample makes up

Therefore, an urgent task is the adaptation of . .

most of the labor costs in thermoelectric research,
methods and the development of tools both forthe ., .

it is urgent to develop an automated computer

study of the main thermoelectric parameters of

When studying thermoelectric and
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system that will allow combining direct and
indirect research methods on one sample. In
particular, the implementation of the Hall
methods will make it possible to study the
galvanomagnetic, temperature, thickness and time
dependences of the properties, in particular, to
determine the electrical conductivity, the
concentration of charge carriers, the Seebeck
coefficient, and magnetoresistance.

Despite the rather slow processes in the
implementation of Hall methods, a number of
difficulties arise associated with low signal levels
and the large influence of parasitic effects.

Spectral methods of analysis are especially
sensitive to signal noise, in particular, methods of
analysis of the "mobility spectrum" [1]. This
method consists in the fact that the components of
the conductivity tensor are represented in the form

U[I{B.ﬂ[aT)

of integral equations depending on the
concentration and mobility of charge carriers.
Such methods require a decrease in the
measurement error of the Hall voltage and
magnetoresistance, since in the presence of noise
in the experimental data it is difficult to correctly
determine the search area for the parameters.

For a more visual analysis, we have
constructed a model of the measuring channel, in
particular, Fig. 1 shows a model of the measuring
channel in the study of the galvanomagnetic
properties of the material, taking into account the
influence of parasitic effects, such as EMF of
nonequipotentiality, EMF of magnetoresistive
effect, thermo-EMF XUi(B,I,T), distortions
caused by electronic nodes and inaccuracies of
actuators G(B,L,T), as well as the influence of
external noise and interference n(B,1,T).

UI]-E‘i(B&I-JT)

Measuring
channel
G(B,IT)

U(B,LT)

—

EU|(B$1-TJ

Figure 1: Model of the measuring channel in the study of the galvanomagnetic properties of the

material.

As a result, the measured Hall voltage will
consist of a useful signal and noise, according to
the expression

UH(B,1,T) = UH + (1)
+Si(B,1,T)G(B,1,T) +n(B,1,T),
where Un(B,I,T) is the Hall voltage signal with
both linear and nonlinear distortion. A similar
situation will be in the study of other
thermoelectric and photoelectric  properties
associated with voltage measurement.

In thermoelectric materials, parasitic effects
that make the main contribution to the error
include the EMF of nonequipotentiality,
thermoelectric and thermomagnetic effects,
which, even with a small change in the
temperature gradient, significantly distort the
result due to the large coefficient of thermo-EMF.
A special cryostat design, where the sample is
clamped between massive copper plates [2], and
the measurements are carried out at a minimum
sufficient current, at which there is no noticeable

heating of the sample, the power released must not
exceed a few mW, has been developed to deal
with the occurrence of uncontrolled temperature
gradients. Low currents lead to a decrease in the
useful signal, but they can effectively deal with
the uncontrolled heating of the sample.

The automatic compensation circuitry has
been designed to eliminate the error associated
with the nonequipotentiality voltage. In the
absence of a magnetic field and a given current
flowing through the sample, the
nonequipotentiality voltage is measured by the
analog-to-digital converter ADC and
compensated using the compensation circuit on
the operational amplifier, which is guided by the
voltage from the DAC.

In the developed hardware-software complex,
several stages of data filtering are performed, in
particular, at the first stage, the signal is amplified,
brought to the ADC range and passed through the
hardware low-pass filter. After digitizing the
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signal, a median filter is applied to the data
obtained from the ADC. This filter gets rid of the
random spikes associated with the operation of the
ADC. The third step is to apply a digital low-pass
filter to the entire measured relationship. To
reduce the noise component in the measured data,
including the quantization noise level, a digital
low-pass filter with a finite impulse response
based on the Blackman weight function is used
[3]. The use of a low-pass filter is due to the fact
that the measured signals change at a rather low
frequency, tenths and hundredths of hertz.
Considering that the Hall wvoltage and
magnetoresistance do not change with time, but
with a change in the magnitude of the magnetic
induction, the speed of the experiment, and

measured signal, can be controlled. This system
can significantly reduce the noise component in
the signal (Fig. 2).

Both modeling of the effect of noise on the
results and experimental studies on real test
samples have been carried out to study the
effectiveness of noise control and the effect of
digital filtering on the parameter determination
error. As a result of using the developed system,
it was possible to significantly reduce the error in
determining the concentration and mobility of
charge carriers, in particular in the presence of
several types of charge carriers, the error in
determining the concentration and mobility of
heavy holes decreased by 4 times, light holes and
electrons — by 1.5-2 times.

therefore the maximum frequency of the
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Figure 2: Dependence of the Hall voltage on the magnetic field: noisy (a) and after digital filtering (b).

The design of the cryostat provides for the
presence of a gradient heater and a differential
thermocouple to determine the thermo-EMF
coefficient and the Nernst-Ettingshausen
coefficient by direct methods. Along with direct
methods, indirect methods based on the modified
Harman method [4] and impedance spectroscopy
[5,6] are implemented in the measuring complex
for the complete characterization  of
thermoelectric material and automated express
diagnostics of thermoelectric elements. These
methods are indirect measurement methods and
are favorably distinguished by a short experiment
time and do not require complex and laborious
measurements of heat fluxes through the sample.
This combination of methods made it possible to
solve two main problems of classical methods,
namely, the need for accurate measurement of
heat fluxes through the sample and the need to
prepare samples of various configurations to
measure thermal conductivity, heat capacity,
thermoelectric  figure of merit, and other

quantities. The combination of direct and indirect
methods makes it possible to determine electrical
conductivity, carrier concentration, Seebeck
coefficient, Nernst-Ettingshausen coefficient,
magnetoresistance, thermal conductivity, as well
as thermoelectric figure of merit, and to carry out
express diagnostics of finished thermoelectric
energy conversion modules on one sample in one
technological cycle.

3. Hardware and software tools for
research implementation

The set of methods for complex nondestructive
research of thermoelectric parameters of
semiconductors determines the characteristics of
the system that it implements, namely, the amount
of input information, the speed of information
receipt and the processing time of the input
information.
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The process of measuring the parameters of the
sample determines the maximum amount of input
information and the maximum rate of its entry into
the system. The largest amount of input
information will be in the implementation of
galvanomagnetic methods, and the maximum data
input speed will be in the implementation of the
impedance spectroscopy and will be no more than
20x10° counts/s.

The minimum processing time of the input
information is determined by the process of
controlling the operating conditions of the test
sample, that is, the formation of control signals to
the actuators, and the shortest time between two
control signals will be when the Harman pulse
method is implemented and will be 0.1 ps.

That is, the system that ensures the
implementation of the set of these methods will
not only be information-measuring, but also
control at the same time. On the other hand, the
implementation of the system should optimally
combine the known approaches to the
construction of computer systems — purely
hardware implementation and software and
hardware  implementation. The  hardware
implementation provides maximum performance,
but it requires redesigning each time in case of
changes in the system's algorithm. The hardware
and software implementation as a whole has a
lower performance, but its operation can only be
reprogrammed when the operation algorithm is
changed. In turn, software and hardware tools are
divided into wuniversal and specialized -
microprocessor tools that work without operating
systems, and microcomputer tools that run under
operating systems. When constructing a system
for complex nondestructive research of

thermoelectric parameters of semiconductors, it is
necessary to determine the solution of which
problems will be implemented in hardware, and
which ones — by specialized and universal tools.
The criterion for this can be the comparison of the
given time for solving the problem and the time
for solving it by hardware or software and
hardware tools, which is given in [7].

Taking this into account, the system that
ensures the implementation of the set of these
methods is implemented as a three-level
specialized computer system (Fig. 3), optimized
to obtain the maximum number of parameters that
fully characterize the sample without destroying it
and without the need to change the configuration
of the sample for various research methods. This
concept, combined with modular structuring
techniques, makes it possible to design an
information-measuring and control system that
can be easily upgraded or expanded. At the lower
level, the actuators are controlled to create the
necessary conditions for the experiment; sensor
polling, analog processing and filtering of signals
are carried out. At the middle level, digital signal
processing, control signal generation, and self-
diagnostics are performed. Depending on the
required performance, this level can be
implemented both on a single microcontroller and
on an FPGA or their combination. The upper level
is implemented in software on a standard personal
computer, which made it possible to develop a
convenient graphical interface for control and
visualization of results. In addition, the transfer of
all calculations and simulations to the PC makes
it easy to expand the capabilities of software data
processing without interfering with the hardware.
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Figure 3: General concept of a specialized computer system for comprehensive thermoelectric and

photoelectric research.
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Guided by the principles of modular
structuring, all the implemented methods for
studying the properties of semiconductors are
combined into groups and implemented as
separate subsystems.

In particular, the subsystem for studying the
galvanomagnetic properties of semiconductors
implements the classical methods of Hall
measurements in constant magnetic fields,
measurements of  thermo-EMF, electrical
conductivity, Hall coefficient, magnetoresistance,
and Nernst-Ettingshausen coefficient.

The subsystem for express studies of
thermoelectric  elements implements pulse
methods and, for sufficiently thin film samples,
requires high frequencies and, accordingly, high
speed of the system for generating and processing
signals. In addition, a highly stable source of both
DC and AC of 10 pA to 500 mA, with a frequency
of up to 2 MHz [7], and voltage measurement
from 1 pV up to 1 V with a resolution of 12 bits,
up to 100 Mps with noise filtering and taking into
account errors from parasitic physical processes
has been implemented. Also, based on the
obtained data and the adaptive algorithm, which
compares not only the absolute values, but also
their deviations from those typical for a given
series, defects identification of the studied
element with the determination of the probable
type of defect is provided [7].

The generation and synchronous detection of
signals with a frequency of up to 2 MHz and their
mathematical processing based on fast Fourier
transforms to determine the amplitude and phase
shift between them have been implemented for the
subsystem for studying thermoelectric properties
based on impedance spectroscopy [8]. The main
task of fast digitalization of an analog signal is
solved using a high-speed analog-to-digital
converter, for example, AD9643 (Analog
Devices, USA), which has two independent high-
quality sample-hold devices and a built-in
reference voltage source. Generation of a signal of
the required frequency, filtering and mathematical
processing of data have been implemented on the
FPGA, and a 32-bit microcontroller has been
chosen for signal generation, control of switching
and operation of operational amplifiers, and
communication with a computer [7,8].

For analyzing the quality of contacts and self-
diagnostics, algorithms and a subsystem for
automated analysis of the ohmicity of contacts
have been developed, in particular, for analysing
the I-V curve for linearity by software methods,
for detecting breakage and instability of contact

parameters by analyzing the scatter of the
received data, which reduces the probability of
receiving incorrect data and outliers.

For automated processing and visualization of
the results, a software analytical module has been
developed for the application of physical and
mathematical models to determine the main
thermoelectric parameters, including those that
cannot be measured directly, such as the
concentration and mobility of charge carriers, and
the reconstruction of the profiles of these
parameters over the sample thickness [9,10].
Approximation and fitting were carried out by the
least squares method using the algorithm for
minimizing functions of many variables by the
Nelder-Mead deformed polyhedron method. The
analytical module also provides automatic
decoding of spectrograms and determination of
thermoelectric parameters that are difficult to
measure  directly, for example, thermal
conductivity and thermoelectric figure of merit, as
well as automatic diagnostics and defects
identification of thermoelectric elements.

4. Conclusions

The analysis has been carried out, methods for
studying the thermoelectric properties of
semiconductors have been selected and adapted,
and a computer system has been implemented,
which makes it possible to obtain all the necessary
parameters of the test sample in one technological
cycle on a sample of one configuration by
nondestructive methods, which several times
reduces the time for preparing and conducting an
experiment.

A special design of a cryostat and a sample
holder, an algorithm and a circuit for
compensation of nonequipotential voltage have
been developed, which makes it possible to
minimize  parasitic = effects during Hall
measurements. It is shown that the use of digital
signal filtering algorithms to effectively reduce
the noise component in the measured data has
made it possible to reduce the error in determining
the concentration and mobility of charge carriers
by 2-4 times.

The use of indirect methods for studying
thermoelectric properties made it possible to
avoid the need to measure heat fluxes, to
implement algorithms for fast diagnostics of
thermoelements and to reduce the error in
measuring thermoelectric figure of merit by 1.5-2
times.

75



A decrease in the laboriousness of processing
the obtained data has been achieved by
developing software tools for automated data
preprocessing in accordance with physical and
mathematical models that describe thermoelectric
properties and make it possible to determine
parameters that cannot be measured directly.
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Abstract

Analysis of statistical data on marine accidents and the reasons for their occurrence shows that
one of the dangerous situations during the movement of the vessel is the situation of dangerous
convergence (collision), especially in a complex navigational situation. Relevance of the issue
of improving the safety of the implementation of displacement with navigation hazards is
confirmed by the fact that not only shipping companies, state institutions and states are
generally searching for the approaches of warning marine accidents, but also that the security
committee for security on the security committee was created in the structure of the
international maritime organization (IMO). Mori (Maritime Safety Committee, MSC) in which
the concept of security of navigation is being developed. The article has developed a structure
of a ship system for forecasting of navigation emergencies. The source parameter of the
forecasting system is an extreme navigation situation, tied to a certain point and a particular
port area. The presence of navigation hazards and the intensity of vessels largely complicate
navigation in limited waters, and create increased risks of emergencies. Current forecasting is
performed by a reflection of an emergency with a prejudice period directly adjacent to the time
axis until the current moment. To calculate the predicted value of navigation complexity in the
short-term prediction, the values that are stored in the databases of the navigation situation are
used, which, if necessary, can be adjusted by current values. An automated system for
forecasting of navigation emergencies, the concept of which is based on the assessment of the
human factor is the most implemented option of decision support systems. It allows the captain
of the vessel as promptly, and in advance to schedule measures to minimize the probability of
emergency, the source of which is a navigational accident in the port water area.

Keywords

Ship, navigator, situation of dangerous approach, navigation situation, ergatic system, human
factor.

conditions of their interaction in the system of

1. Introduction

Increasing the intensity of navigation and
volumes of transportation by sea vessels increases
the risk of navigational emergencies in water area.
The overwhelming majority of navigation
emergencies in the port water area (violation of
the course, dangerous convergence, violation of
the rules of difference in vessels, mistakes in
choosing a safe speed, considering the
meteorological situation, etc.) associated with the
human factor [1]. According to [2], "human
factor" manifests themselves in specific
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"man-machine", the functioning of which is
determined by the achievement of the goal.
Human factor in engineering psychology -
psychological and other characteristics of man, its
capabilities and restrictions are determined in the
specific conditions of its activities [3]. In the
ship's significant contribution to the human study
is made in a monograph [4], where practically all-
important aspects of this phenomenon are
analyzed: fatigue, competence, acquisition of
crews, language problems of multinational crews,
maritime education, crew conflicts, psychological
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aspects. Separately we select the study [5-8], in
which, based on materials of investigations of
marine incidents and disasters, the role of human
factor safety is investigated and models of
evaluation of the human factor are investigated.
These researchers agree with the thesis that
completely eliminate the influence of "human
factor" on navigation safety is impossible, since it
is impossible for today's stage of development of
science and technology to eliminate a person from
the management of the vessel, but the reduction of
the influence of the human factor is a
comprehensive automation of shipping processes
and systems. Support for the decision of
navigational safety of navigation.

2. Structure of the ship system for
the forecasting of navigation
emergencies

The technical and informational provision of
modern marine vessels allows us to automate the
process of obtaining data necessary to determine
the complexity of the navigation situation. This
allows you to synthesize a ship's automated
emergency forecasting system, a source of which
is a navigational accident.

Under the forecasting of an emergency, we
understand the advanced reflection of the
probability of emergence and development of an
emergency based on the analysis of possible
reasons for its occurrence, its source in the past
and the present time.

The composition of the forecasting of
navigation emergencies has the form presented in
Fig. 1.

Composition of the system for forecasting of
navigation emergencies

A A A Y

A A

2. General
system model

1. Organizational
structure

3. Complex of
technical
means

4. Models of the
situation

5. Information
system

6. Methods of observation, data
processing, analysis of the situation and
forecasting

Figure 1: Composition of the system for forecasting of navigation emergencies

The organizational structure of the proposed
system includes:

- a shipwreck, which is a system
management body and performs, among other
things, the function of making decisions;

- automated observation subsystem, which
in real time provides a system of data on the
state of parameters that are subject to
consideration and measurement;

- subsystem of databases of parameters that
are subject to consideration and are constant
within long periods of time or can be predicted
by third-party services;

- a computing subsystem that performs a
quantitative assessment of the probability of a
navigation emergency.

The last three elements are an informational
automated system that provides measurement

and data collection, preparation, storage,
processing, analysis and visualization of
information.

General model of the system, which reflects
the possibility of developing an emergency, the
source of which is the navigation incident.

The complex of technical means includes
navigational, hydrometeorological and other
ship equipment, which is necessary for
measuring parameters that determine the state
of the navigation situation component.

General models of situations are a set of
basic coefficients. The complex of measured
parameters includes all parameters that
determine the state of the navigation situation
component, as well as stress resistance of the
ship. The main method of observation in the
system is instrumental. Processing results,
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analysis of the situation and forecasting are
carried out on the basis of the method of
quantitative assessment of the influence of the
human factor on navigational navigation of the
vessel [4, 7]. The source parameter of the
forecasting system is an extreme navigation
situation, tied to a certain point and a particular
port area. Current forecasting is performed by a
reflection of an emergency with a prejudice
period directly adjacent to the time axis until the
current moment. Thus, the operational outlook
of extremity is calculated for the prospect,
within which significant changes of the
observed parameters of the navigation situation
are expected. To calculate the predicted value
of its complexity it is necessary to use the
current values of the characteristics of the
navigation situation component. To calculate
the predicted value of navigation complexity in
the short-term prediction, the values that are
stored in the databases of the navigation
situation are used, which, if necessary, can be
adjusted by current values.

The information system consists of a set of
databases and information models:

Based on the fact that the procedure for
carrying a running navigation, it is possible to
contact at any time with a specific assistant

captain, rather pre-preliminary (before the
flight), the data on the stress resistance of all
navigators included in the ship's role.

The system includes the following
databases:

1) The database contains received from
locations, maps, atlases and other manuals
Statistical data on provision, visibility, wind,
excitement, flow, intensity of shipping and
local rules for various port water areas at
different periods of time, this database is
practically not variable;

2) the database received from external
sources information on the history of the
intensity of navigation in the port water area, as
well as on current traffic;

3) the database contains the forecast
information of the hydrometeorological
situation;

4) cartographic systems (cartographic
information and methods of processing);

5) information about current vessels in the
water area,

6) information about the crew and its stress
resistance and other evaluations of the human
factor adapted to the method and time of the
watch.

Database of
statistics (atlases,
maps, lines)

Cartographic system

Information about
ship and flight

Database of

movement Information System
Structure

Intensity, current
traffic

Information about
-t current vessels in
the water area

DB forecast of the
hydrometeorological
situation

Information about
crew and its stress
resistance

Figure 2: Information System Structure

The central place in the system
infrastructure is the server - software and
hardware complex, designed to collect and
process data received from a complex of
technical means and from external in relation to
the ship sources, storage and maintenance of
databases and execution of program codes for

the calculation of extremity for different types
of forecasting.

The hardware part of the server is a
computer - simultaneously performs functions
of control units and indication. The main
control unit has a dialogue program that can be
adjusted available for this setting and
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downloads data directly to the algorithm and in
the appropriate manual bases. The indication
unit is intended for reproduction (visualization)
of the calculated (predictable) extremity values
on the server monitor and the alarm on critical
current values. The reflection of the extremity
of prediction is attached to the time, the place
and a particular line of the path line (expecting
the line), built under the previous gasket.

Both the control unit and the indication
block are performed as peripheral and represent
separate input, control and display devices
associated with the server.

The optimal means of displaying the results
of the system (directly forecast of the extreme
situation) is an electronic cartographic
navigation - information system. The principles
of constructing this system allow you to use an
additional layer (overlay) with predicted
information about the probability of a
navigation emergency. This layer may contain
digital and graphic information to execute the
forecast.

Digital information may be displayed or
permanently or when you hover over a vessel or
on the expected line of the path.

The graphical reflection of experimentality
is determined either by the color marker of the
vessel (with operational forecast), or the color
of the expected line of the path (with short-term
or long-term prediction).

3. Conclusions

An automated system for forecasting
navigation emergencies, the concept of which
is based on the assessment of the human factor
is the most implemented option of decision
support systems. It allows the captain of the
vessel as promptly, and in advance to schedule
measures to minimize the probability of
emergency, the source of which is a
navigational accident in the port water area.

Thus, the method allows not only to predict
the impact of the human factor on navigational
security of the vessel and the probability of
emergencies in shipping, but also in order to
control the risk of emergencies at sea, to form a
set of various technical, organizational and
educational measures aimed at minimizing this
influence. As a point assessment of the human
factor it is proposed to use a stress resistance of
a ship, which is the main determinant of the

influence of the human factor on navigation
safety of the vessel.
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Abstract

The possibility of using statistical non-digital data processing in homeostatic biotechnical
systems with biofeedback is considered. It is shown that the non-digital representation of the
primary data of the connection between the input action and the output response of the organism
is more consistent with the model of the physiological system. The impossibility of using
arithmetic transformations when processing non-digital data for sliding windows with a small
number of samples has shown the advantages of using the Kemeny median. Comparative
analysis of data processing with abnormal emissions by sliding linear and nonlinear filters
operating in real time mode of biological object functioning is carried out. The advantage of
using nonlinear filtering when working with time sequences containing anomalous sample
values has been substantiated. For biotechnical regulatory systems for medical purposes with
biofeedback, an option for making decisions on the criterion of signs is presented, which
increases the stability of the system.

Keywords
Feature space, non-digital data, median of Kemeny, anomalous outliers, filtering, fuzzy
transformations.

1. Introduction sections, where you can select the moments of the

stationary sequence [7].

In addition, sign signals, such as the resistance
of the skin, obtained in different parts of the body,
have a significant variance [8]. This is due to the
uneven location on the surface of the skin of the
sweat glands, different thickness of the epidermis,
etc. Moreover, there is no direct relationship
between skin resistance and sweat gland
activation, and a change in resistance twice does
not mean that their activity has changed
proportionally. It follows that the original data
carry information about physiological processes
in the body, but these data are qualitative rather
than quantitative [9]. The resistance of the skin is
not equivalent to the activity of the sweat glands,
so the binding of the physical readings of the
device is also qualitative rather than quantitative.

Methods of non-digital statistics [1] are used in
expert systems in decision-making, sociology,
political science [2], psychology, in areas where
there are no or difficult opportunities for
unambiguous decision-making [3]. Consider the
possibility of using non-numerical statistics to
convert the original human signals as a reaction to
the intensity of infrared radiation” [4].

The original feature space of a biological
object is probable due to the low level of output
signals, the application of heterogeneous signals,
noise and external influences [5]. This involves
the use of statistical methods of data processing
and taking into account the fact that the resulting
sequence is non-stationary [6]. Nonstationary
leads to the need to allocate quasi-stationary
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A fundamentally different principle of
information processing in biological and technical
objects is a significant problem of data processing
in homeostatic biotechnical systems [10]. Where
decision-making technical component is made on
the basis of physiological reactions of the
organism [11]. The aim of this work is to improve
the quality of pre-processing of data in the
biotechnical system by using statistical non-
digital methods of time series processing.

2. Non-digital approach to
processing the original feature
information

The qualitative nature of the samples in
contrast to the quantitative representation has its
own characteristics. Thus, the values of the
samples cannot be made, because the obtained
values lose their meaning. If we assume that the

sequence of samples are elements X, X,,...,X

>*%n

of anonlinear set X , then under these restrictions
it becomes clear that the determination of the
average value of the sample requires other
approaches compared to those adopted. Even
when analyzing the samples of a series, the
arithmetic mean value is acceptable only for the
case of a sufficiently uniform value of the
members of the series. If there is an anomalous
value in the sample, the value of the arithmetic
mean does not always adequately characterize the
average, because the influence of this component
is much more significant than others.

In non-digital statistics, the measure of

difference is an indicator d : X> —[0,+ o], the
essence of which is to capture the fact that the
more d(x,)), the more different X and ) [12].

In relation to the empirical mean, this means
minimizing the expression:

E (d)= Argmin{ D d(x,,x),x e X}, (1)

I<i<n
where the mean E (d) represents the set x € X
for which the function

() =+ > d(x,.). )
1<i<n
reaches the minimum value on the set X and is
the median or mean for a sample of rankings by
Kemeny. In [12] it is shown that for qualitative
values for the ordinal scale as a mean it is possible
to use only the median, and not the arithmetic

mean or geometric mean. Proof of the
convergence of theoretical and empirical averages
is based on the law of large numbers. With a
limited sample, the concept of a &-heel [ is

introduced, which is a neighborhood in terms
Arg min( 1) of a function that is minimized. This,

in particular, removes the question of choosing

metrics in space X . The size & of the area is
determined both by the accuracy of determining
the values and by the sensitivity thresholds used,
if the modulus of the difference between the
samples is less than or equal to the sensitivity
threshold.

It also follows from the peculiarities of
qualitative representation that the increase in the
sample size may not lead to an increase in the
reliability of the assessment, as it is impossible to
talk about the stationary and centeredness of the
analyzed process, along with the negative
consequences of such a statement samples. This
fact is critical for real-time systems, as it
introduces a delay of at least half the sampling
time. The small sample size leads to a significant
variation of the indicators relative to the average,
because, for example, for control systems, the
indicator of stability is important.

If we consider the stability as the absence of
control effects on the tolerances, the reaction of a
biological object of the type "cold-warm", or
"comfortable-uncomfortable" is more stable than
the perception of the values of ambient
temperature. The feeling of warmth is perceived
by each person individually, the physiological
reaction of the organism is primary, and the
quantitative  description of conditions is
secondary.

The scales of qualitative features are the
ordinal scale and the scale of names [2a], the first
of which corresponds to the problem to be solved.

Comparison of the two samples ¥ and Z can be
done by their average values:

f,.Y,,...Y)<f(Z.2,,....2)). (3)
If the transformation in the ordinal scale O,

such Y as Z, normalization, is allowed, then

p(Y;) and p(Z;) change to and.

To form the average of the data set, you can
use the sign of the distance from a given point to
the points of the neighborhood, and the degree of
proximity are smaller distances. Since it is not
possible to use the summation operation for
qualitative values, we use the difference indicator.
For problems with a limited sample, it is
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necessary to determine the empirical average,
which under certain conditions provides
convergence with the theoretical average.

For a space of arbitrary form X with elements
X,,X,,...,X, of a real-valued function f(x,y)

with value in X, the values of the difference
function differ f(x,y) the more, the more x and

y differ. The average value x relative to the
degree of difference f'(x, y) is the solution of the
optimization problem [12]:

if(x,y)—)min, velX. (4)

i=1
The theoretical average does not differ from
the classical average for the law of large numbers
when 7 — 00, in accordance with Hinchin's
theorem, tends to a mathematical expectation:

S fED M.

When f(x,y)=|x—)| and with an odd
number of samples 7 =2k +1, the value of the

mean is equal to x = x,,, , i.e. we obtain a sample

median. With an even number of sample
members, we obtain the half-sum of the sample

values x, and X,,,. To exclude arithmetic

operations, you can limit the odd number of
samples.

To determine the average of Kemeny, it is
necessary to rank the data. The filter delay for
real-time systems is determined by half of the
sample, so it cannot be large. With a limited
sample, the ranking operation consists in
arranging the data in a non-killing order, ie
increasing with the possibility of the existence of
elements with the same values. Algorithms for
implementing this function are known and consist
in a sequential comparison of the current element
of the sample with the elements constructed in
ascending order. Next, the median is determined,
which is the average of Kemeny [13].

The qualitative nature of the samples leads to
nonparametric models of process description. The
parametric  probability-statistical model is
represented by a vector of fixed dimension, which
does not depend on the sample size. In
nonparametric models, the notion of distribution
density is unacceptable, so it can be replaced by
the probability of &-hitting the -region. The
formation of the & -area in the simplest case can
be the setting of the noise level and the signal

being processed, the required sensitivity or other
criteria. In the initial stage it is possible to provide
a variant of asymptotic approach to the purpose of
regulation, and then to specify depending on
existing restrictions. This solution will allow us to
talk about the ability of the proposed approach.

For the task of controlling the intensity of
human infrared radiation on its physiological
characteristics, it is important that the stability of
the determination of the physiological response is
higher than the numerical values of the devices,
because it is primary. It is obvious that the use in
addition to the resistance of the skin, other signs
of human response to infrared radiation allows
you to maintain the nature of these signals. Thus,
heart rate and respiration only indirectly reflect
the fact of increased heat extraction by the
peripheral vascular and respiratory systems.

In a biological object, the response to each
reaction is accompanied by the formation of an
elementary goal, the implementation of an active
act, checking its achievement, adjusting the
elementary goal, and so on. These actions take
place within the framework of a higher level goal,
such as maintaining the temperature conditions of
the body's functioning. Naturally, this is a very
simplified model, but it can serve as a basis for
reconciling mathematical and functional models.

Sampling Xx,,X,,...,X, of the initial probable

size X of a biological object due to the above
reasons cannot have a known distribution
function. As the sample size increases F(x),

according to the central limit theorem, the
distribution function tends to the mnormal
distribution law. For a non-parametric model, the
most appropriate solution to the decision-making
problem are two criteria: the criterion of signs and
the criterion of sign ranks [13]. For the sign
criterion F'(m)=0,5, i.e. each of the random

variables is probably more than the second
sample:
-1, ecm x;<m,

R, = . (6)
+1, ecnu x;>m,

If the value m, corresponds to the response of

the sensor in the active part of the process, the
presented connection reflects the decision in the
vicinity of the active therapeutic zone. The
decision "-1" indicates that the radiation intensity
must be increased, "+1" — the radiation intensity

"nn

must be reduced, ""x, =m, - to remain

unchanged. This approach is known as the
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principle of follow-up balancing. The main
advantage of the following balance is the high
stability of the conversion at a low signal-to-noise
ratio, the disadvantage is the low speed of entering
the mode. If the latter disadvantage is not
fundamental, for example, due to the preheating
of the emitters before the procedure, the decision-
making on the control of infrared emitters may be
limited to the criterion of signs in this case. Thus,
the qualitative representation of the initial features
of the biological object, which is in the feedback
circuit of the biotechnical system, allows to form
requests for control of the intensity of infrared
radiation by the physiological response of the
organism. According to the initial physiological
information, both reactions to external thermal
influence, and to internal adaptation of an
organism to own purposes and the executed
processes, change of external influence taking
into account ambiguity of transformation is
carried out. The implementation of the presented
variant of non-digital data processing for
controlling the intensity of heating of the patient
in the infrared peloidotherapy chamber is made on
the basis of ARDUINO technology. Limitations
of radiation intensity of infrared emitters were
chosen on condition of discomfort of stay indoors.
This condition is met by the value of the resistance
of the leather above 400 Koh. From the point of
view of carrying out procedure the range is not of
interest as dry epithelium signals absence of the
remains of heat in an organism. The value of skin
resistance is less than 100 ohms with significant
sweating close to pain and can serve as the upper
limit of the heating intensity range.

2.1. Processing of time series with
anomalous

Modern methods of filtering anomalous
emissions are based on the calculation of a sample
variance followed by data substitution, in which
the deviation exceeds the threshold for noise-
tolerant estimation of mathematical expectation,
or on rejection of emissions using statistical
hypothesis testing, which provides a sufficient
number of members in biotechnical systems [14].

We compare the processing of the time series
of a nonstationary process, which is the
characteristic information of a biological object
(heart rate read with a period of 20 seconds), the
sliding linear window in determining the
sampling center as the arithmetic mean and the
median of Kemeny. From the given fragment of

time sequence of samples it follows that process
cannot be carried to a stationary series (Figure 1).
The obtained data are influenced by obstacles,
cyclic processes, trendy long-term processes that
take place in the body during its functioning, so in
the short term the time series is non-stationary. It
is impossible to increase the size of the sample
window due to the increase of the delay time on
the analyzed effect.
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Figure 1: Non-stationary source feature of a
biological object

We process this fragment with a 5-element
sliding window (Figure 2).
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Figure 2: Processing a fragment of the original
features (1) with a linear window (2) and a
nonlinear filter Kemeny (3)

We make it with the replacement of the
arithmetic mean value and the average Kemen
average ranking of the sample values in the
window and the selection of the median.

Analysis of curves 2 and 3 shows that there is
no significant difference between them, except for
sections 17-19 and 35-37, which requires a
separate study and comparison of the reactions of
linear and nonlinear filters. Methods of research
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of filters are worked out in detail in the literature
on filtering of signals and time series therefore
their detailed analysis to result in the given work
can be considered inexpedient. One of the main
problems of data processing, which is
characterized by the ambiguity of the values due
to the reaction of the biological object to the
impact, is the rejection of abnormal values, or
emissions. The most commonly used method of
filtering anomalous emissions is to calculate
sample variances with subsequent replacement of
data in which the deviation of the mean exceeds a
certain specified value of the calculated variance.
The general approach to emission rejection is to
use noise-tolerant assessment and test statistical
hypotheses. The presented simulation
experiments showed that the proposed filtering of
anomalous measurements effectively works up to
18% of single emissions, and at 20% no longer
works [15].

The reading of primary information by contact
means from mobile patients is associated with
problems with the conductivity of contact
connections of the epidermis with electrodes,
which leads to uncontrolled changes in the
recorded data, ie the appearance of artifacts in the
time series. When a person moves in a
peloidotherapy chamber, the skin is bent in the
places of reading the primary data, ie the
appearance of various contact resistances is the
basis of the physiotherapeutic method.

To assess the degree of influence of anomalous
emissions on the possibility of using the results of
primary features on the control capabilities in the
experimentally obtained nonstationary series, we
make anomalous emissions and process them with
a linear and nonlinear filter (Figure 3—7).

Analysis of figure 3 shows that when
processing a time series with single anomalous
emissions by a linear filter, the effect of the
anomalous component is significant because it is
included in the arithmetic mean and shifts the
filtered value towards the emission. When
processing the time sequence by a nonlinear filter,
the anomalous emissions have almost no effect on
the results, because a single emission can only
affect the displacement of the selected element on
the neighboring ranked from the median.
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Figure 3: Time series processing with single
anomalous emissions: 1 — primary series with
anomalous emissions, 2 — linear filter treatment,
3 —nonlinear filter treatment
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Figure 4: Time series processing with double
anomalous emissions: 1 — primary series with
anomalous emissions, 2 — linear filter treatment,
3 — nonlinear filter treatment

In figure 4 presents the results of time series
processing of paired anomalous emissions by
linear and nonlinear filters. The results of linear
filtration show that anomalous emissions
significantly affect the results, shifting the filtered
curve towards anomalous emissions more than for
single emissions. This is obvious, because the
arithmetic mean value significantly depends on
the anomalous emissions that are emitted at the
level of other informative members of the series.
When treated with a nonlinear 5-point filter, the
effect of paired anomalous emissions is
insignificant and is associated only with the
homogeneity of the three remaining informative
members of the series. Accordingly, in contrast to
[15], the limit of anomalous emissions is not 18%,
40% for a five-point filter.
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Figure 5: Time series processing with triple
anomalous emissions: 1 — primary series with
anomalous emissions, 2 — linear filter treatment,
3 — nonlinear filter treatment

In figure 5 presents the results of processing
for three consecutive abnormal emissions of one
sign relative to the signal. As the results of
processing by a nonlinear window show, the filter
does not cope with the task, because the median is
anomalous value. That is, a filter with an odd
number of elements (2n + 1) is operational
provided that the number of consecutive
anomalous emissions does not exceed n.
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Figure 6: Time series processing with anomalous
emissions alternating by sign: 1 — primary series
with anomalous emissions, 2 — linear filter
treatment, 3 — nonlinear filter treatment.

In figure 6 presents a variant of anomalous
emissions consecutive on the sign, alternating. As
shown by the results of treatment with a nonlinear
filter, there is a mutual compensation of
anomalous emissions, and the above condition for
the number of anomalous emissions n can be
exceeded.

In figure 7 presents the resulting processing of
the time series, which contains anomalous
emissions of different signs and durations.
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Figure 7: Time series processing with anomalous
emissions of different duration: 1 — primary
series with anomalous emissions, 2 — linear filter
treatment, 3 — nonlinear filter treatment

In figure 8 presents the results of processing
the experimentally obtained time series of values
of the resistance of the skin under the influence of
infrared radiation when moving the patient inside
the chamber.
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Figure 8: Processing of experimental data of a
leather cover: 1 — primary signal, 2 — linear
filtration, 3 — nonlinear filtration

The analysis of the primary data shows that,
according to the criterion of stability of control,
they are not suitable for direct use in a feedback
system. Linear filter treatment showed that the
effect of anomalous emissions is significant and
significantly depends on the amplitude of the
anomalous emissions. Non-linear filter treatments
provide clear treatment for anomalous emissions,
resulting in sustainable results that can be used for
biological feedback systems.

It also follows from the above analysis that the
proposed method of data processing allowed to
process information that contains the uncertainty
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of the reaction of the biological object to the input
effect.

A feature of nonlinear filtering compared to
linear is the high dynamics of the process, because
the median is not affected by neighboring ranked
samples.

2.2. Fuzzy time series processing

The implementation of a fuzzy decision-
making algorithm based on the resistance of the
leather cover allows you to change the number of

pulses of infrared emitters from %1 the central
"zero" zone to the maximum, for example * 8, in
the upper and lower boundary zones. This allows
you to quickly get out of uncomfortable areas and
ensure the stability of the therapeutic area.

Fuzzy processing of information in non-digital
form is important. Consider the function of
belonging 1, (x) to a fuzzy set 4 of elements x
from a set X , in relation to the decision problem
in the following interpretation. Define the
membership function g,(x) as the degree x of
proximity A to the prototype or similarity of
affiliation A = {x, 7y (x)} Then A represents a

set of alternatives, and the g ,(x) degree of

preference and suitability of the choice as the
value of the variable b . In this interpretation, the
membership function plays the role of the
ordering relation associated with the predicate 4
relation x>, x, which shows that X it

corresponds more to another value x of the same
parameter in the current situation 4. Continuing
these considerations, we can show that inequality

,uQ(x,x') > ,uQ(x,x”) describes a situation in

which this expression means closer x to x than
X 2 X
fuzzy sets on a non-numerical scale, then a fuzzy
set B={(b,B(b)} in the form where (b, B(b))
the set of fuzzy objects.

In static mode, it was possible to divide the
core into components, which require a more
detailed analysis of this area to improve the
quality of decision-making. Thus, the use of fuzzy
conversion of the original data allowed the use of
biotechnical systems with biological feedback as
a system for maintaining the intensity of infrared
radiation for an individual patient according to the
characteristic physiological response of the
patient. The vague presentation of the

. Alternatives can be represented as

characteristic information of the biological object
and its processing by the technical component of
the biotechnical system indicates a deeper overlap
of functional and cybernetic models, ie the
potential emergence of the emergence effect, for
example in the form of new treatments [16].

3. Conclusions

1. The expediency of qualitative representation
of the initial features is substantiated and the flow
of the original features is processed by the
methods of non — numerical statistics with the
determination of the average in the sliding
window as the medians of Kemeny.

2. A comparison of the results of processing
non-stationary feature data with anomalous
emissions typical of biological objects, linear and
nonlinear filters showed that linear filters are
inoperable. The use of nonlinear filters allowed to
process time series with the number of anomalous
emissions up to 40% of the number of samples in
the window compared to 18% for existing
anomalous emission filters.

3. It is shown that the levels of resistance signs
in the central and peripheral zones differ more
than 2 times, and the proposed methods of non-
digital representation of information in
conjunction with fuzzy logic provide information
processing almost invariant to the scatter of the
level of signs.
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Obstacles and Traffic Signs Tracking System
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Abstract

The analysis, development, software implementation and testing of the methodologies for
tracking obstacles and road signs have been performed. The created system utilizes artificial
neural network of DeepLab for semantic segmentation of the car camera images to identify
obstacles and to select traffic signs segments based on MobileNetV2. The TrafficSignNet
artificial neural network is subsequently used for traffic signs classification. The software is
implemented in the Python programming language using the Tensorflow machine learning
platform and the OpenCV, Scipy and Skimage computer vision libraries.
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1. Introduction

Nowadays there are many different systems of
human assistance in different areas. More and
more often the ability to recognize images
becomes the requirement for such systems. The
problem of image recognition is to identify certain
patterns in the picture and relate them to
predefined classes.

The driver behind the wheel needs to monitor
not only the road conditions, but also the
indications of the car sensors, such as current
speed, engine RPM, position on the GPS map.
Although modern cars are designed so that all the
necessary information is available in the driver’s
field of vision, even occasional distraction from
the road to a device can lead to unpredictable
consequences.

To solve this problem, road tracking assistant
systems are developed. Their operation is
primarily based on the algorithms and methods of
the road situation analysis with the use of
computer vision. The capabilities of such systems
include the detection of various obstacles and road
signs in the path of the vehicle.

Similar obstacle and road tracking systems
were produced at the following companies:
Continental (in collaboration with DigilLens Inc.)
[1] and WayRay [2]. Both companies have
implemented full-fledged hardware and software
solutions with the use of augmented reality.

EMAIL: amarii.anatolii@chnu.edu.ua (A. 1);
s.melnychuk@chnu.edu.ua (A. 2); y.tanasyuk@chnu.edu.ua (A. 3)
ORCID: 0000-0001-8650-0521 (A. 3)

The aim of the given research is to develop a
methodology for determining obstacles and road
signs in the direction of the car movement with the
designation of the entities detected from the video
stream in real time on a computer screen.

So, it was decided to explore this area and
develop a methodology for analysis of physical
objects located within the car route with the use of
edge computing. And it will assist in further
informing of a vehicle driver and facilitate
decision-making.

2. System
methodology

development

To develop an obstacle and road sign tracking
system the classification and semantic
segmentation by artificial neural network was
used. Artificial neural networks are commonly
applied for image processing and show high
values both in accuracy and computing speed.

The task of image classification is to determine
whether its content belongs to a certain class. In
contrast, semantic segmentation is designed for
labelling each pixel of an image correspondingly.
Therefore, instead of belonging to one certain
class, an image can be related to several
categories. As it is shown in Figure 1,
classification would determine that there is a cat
in the picture. While the segmentation would
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identify the same image not only as a cat, but also
the sky, trees and grass.

Seamentation

Classification

e Sky e Cat
e Tree

Cat

® Grass

Figure 1: Difference between image classification
(left side of picture, where the image of cat is
recognized as cat) and image segmentation (right
side of picture, where the image of cat is split up
on segments of sky, trees, actual cat and grass)

(3]

It the developed system neural network
semantic segmentation is used for identifying
different traffic objects such as other vehicles,
people, buildings, trees etc. Also, the created
software utilizes capabilities of neural network to
detect traffic signs, recognized by means of
classification.

2.1. Model of neural network for
classification

The analysis of neural network models was
performed among those presented on the official
GitHub repository of the open machine learning
platform TensorFlow [4]. Most of the models
considered either require high-power computing
systems (such as ResNet and EfficientNet) or
were developed for a specific purpose (MARCO).
Therefore, it was decided to use a third-party
model: a specially created network TraficSignNet
for road sign recognition [5]. This type of a
network takes advantage of a data set ready-made
for training and its simple structure that does not
require any complex calculations. The
architecture of the deployed neural network is
shown in Figure 2.

An image (Input image) with a size of 32x32
pixels with 3 color channels is fed to network's

input. The first convolution layer uses eight 5x5
filters with ReLU activation function and 2x2
aggregation at the maximum value.

Convolution

Filter x8
Input image I 5x5
32:32x3 Relu
Maxpool
: 2x2
Convolution

Filtar x16 Filter x1 Maxpool
33 | < 33 2x2
Relu Relu

Convolution

B

Filter x32 Filter x3 Maxpool
3x3 | 2 3x3 2x2
Relu Relu

Dence
128

RelLU

Dence
128

RelU

Dence
43

softmax

Figure 2: Architecture of TraficSignNet

Each following layer may differ in the number
of filters and their dimensions. So, in the next two
layers, 16 3x3 filters are used, with the following
number of filters increased up to 32. The
subsequent three layers are fully connected, where
the last one contains 43 neurons, each
corresponding to the number of road sign classes
in the training data set.

2.2. Model of neural network for
semantic segmentation

For image semantic segmentation it was
decided to use the Deeplab model [6], which is an
example of the "encoder-decoder" architecture.
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The encoder is a pre-trained classification
network. The MobileNetV2 model was chosen for
the encoder network, the architecture of which can
be seen in Figure 3.

MobileNetVv2 Bottleneck

h, k . —
Al Convad = H Stride = 1 Stride = 2
12 | 2 bottleneck | 16 1 I
12 | 16 bottleneck u 2
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X4

1 &1 | bottleneck | £ ‘ 1

‘—I X3
u % | bottleneck | 160 ‘ 2

‘—I X3
7 | 320 Corv2d 1x1 | 1280 ‘ 1
7 | 1280 Avgpool N |

T

1 | 1280 | Corw2d 1x1 x N |

Figure 3: Architecture of MobileNetV2

The MobileNetV2 architecture contains an
initial fully convoluted layer with 32 filters,
followed by 19 residual bottleneck layers. The
ReLU6 activation function is also used to provide
nonlinearity due to its reliability when used with
low-precision calculations. In addition, we always
use 3 x 3 kernel size as a standard for modern
networks, and we use screening and batch
normalization during training.

In Figure 3 the blocks corresponding to the
layers of the neural network contain the following
notations: the dimension of the input data (h, w,
k), the type of layer (conv2d - convolutional,
avgpool - aggregation by the average value), the
output number of channels (c), which determines
the parameter k of the next layer, and the offset
(stride - s), which determines the parameters h and
w of the next layer and the structure of the
"bottleneck". Below the layers there is the number
of repetitions of layers with identical parameters.

DeepLab applies some modifications to this
model, changing the ordinary convolution (Fig.
4a) to an atros convolution via kernel dilation rate
addition (Fig. 4b) to obtain the characteristics
calculated by deep convolutional neural networks

with arbitrary resolution. It reduces the
calculation time without degrading the accuracy.

The task of the decoding network is to
semantically project the discriminant features
(lower resolution) learned by the encoder network
onto the pixel space (higher resolution) to obtain
a dense classification.

a)
Figure 4: Types of convolutions: a) ordinary
(without dilation rate); b) atrous (with dilation
rate) [7]

3. Algorithm traffic
obstacles recognition

signs and

The algorithm of traffic signs and obstacles
recognition implemented in the developed
software system is shown in Figure 5. The
description of the algorithm is as follows.

Neural networks
models uploading

Capturing
frame from
wvideo stream

Traffic signs
classification

Image segm entation

Highlight car
segments

|

Highlight

Display the resulted

image pedestrian segments

Figure 5: Block diagram of the algorithm
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The video camera captures images along the
car route (Fig. 6). The image is pre-processed and
fed to input DeepLab segmentation model, which
returns a segmentation map (Fig. 7).

The resulting segmentation map is divided into
segments. Each set of segments is passed for
processing to the corresponding module. When
the module of road signs classification receives a
sample (Fig. 8) it breaks it into separate segments
omitting too small objects. After that, each of the
remaining segments is further processed and
applied as an input to the classification network,
resulting in the road sign class definition and its
corresponding designation in the frame (Fig. 9).

Figure 6: Image from car camera

Figure 7: Segmentation map

Figure 8: Segments of road signs

Figure 9: The road sign class definition (speed
limit)

On the segmentation map in the Modules for
selecting a vehicle and a pedestrian all segments
related to these objects are highlighted (Fig. 10).

Figure 10: Segments of pedestrians

Then the segments are split up additionally and
their spatial characteristics are found. When a
ratio of a segment size to the original image size
is greater than a value, defined by the spatial
characteristics of the segment, outline in the shape
of ellipse (Fig. 11) is superimposed on the original
image (Fig. 12), and its brightness depends on the
aspect ratio.

Figure 11: Ellipse, which highlights pedestrians
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Figure 12: Resulting image with highlighted
pedestrians and detected traffic sign

4. Testing results

The developed method of tracking obstacles
and road signs was tested on personal computer
equipped with CPU Intel Core i5-2400 and 8GB
RAM memory by processing the car's video
recordings. The test results have shown that the
developed system provides rather small
computing time of 0,5 sec, which with an average
car speed in the city of 30 km/h is enough to
understand the general road conditions and even
make decisions. Identification of real pedestrians
and cars in the image, distinguishing them from
other objects, is performed quite accurately.
Although, in the cases when several traffic signs
are placed too close to each other, a separate sign
can’t be clearly distinguished, the system
successfully highlights the found segment.
However, several shortcomings have also been
revealed. Namely, due to the small depth of the
artificial neural network for semantic
segmentation, extraneous noise objects that do not
belong to the specified classes are often
distinguished. Moreover, the data set for training
an artificial neural network for the classification
of road signs contains a fairly limited number of
classes (43 entities). In comparison the number of
classes in the Ukrainian traffic rules counts 201
entities, excluding plates.

5. Conclusions

The given research considers the application
of the means and methods of artificial neural
networks for semantic segmentation and image
classification with the intention to identify
obstacles and perform road signs recognition.

For this purpose, two neural networks have
been trained. One of them provides semantic
segmentation of images, enabling one to define
several entities of different classes as well as their

location in a given image. The second neural
network is used to recognize road signs.

The test results proved the developed method
to be sufficiently effective in identification of
physical objects and single road signs located
within the car route. Object recognition time is
less than 0,5 sec, which implies the use of the
proposed method for obstacles detection both in
real time and with the video of car recordings.
Taking into account the achieved results of testing
and utilization, the developed software can be
further combined with the facilities of edge
computing to provide the driver with notification
and decision-making system.
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Abstract

Following research article describes the conditions for the formation of interactive knowledge
bases, that are based on the formation of growing pyramidal networks in the analysis of textual
narratives. The stability conditions of knowledge systems on the basis of their representation in
the format of logical-linguistic models are determined. The authors also determined the
conditions of atypical representation of linguistic constructs knowledge in the process of their
transformation into a system. The use of lambda-calculus notation for the formation of stable
logical-linguistic models of narrative descriptions is proposed.
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1. Introduction

The use of modern information in the activities
of wvarious specialists today is quite deep
interdisciplinary. Moreover, the use of various
information resources in solving applied problems
requires the availability of service-developed
interactive  knowledge bases. And the
effectiveness of their use depends on the truth of
the content, which is determined by the
information component.

The practical main part of productive
knowledge today is concentrated in the form of
text descriptions. At best, these narratives have
their digital image in the form of their presentation
in the formats of various editors and means of
displaying texts in computer systems. However,
these digital images don’t have interactive
services. Therefore, it’s quite important to create
intelligent services that can turn these texts into
structurally organized knowledge bases.

EMAIL: lenkov s@ukr.net (1); pva hvu@ukrnet (2);
igortolok@72gmail.com (3), igor.lisitsky@gmail.com (4),
a_fedchenko@ecomm.kiev.ua  (5), nl23n@ukr.net  (6),
skuznichenko@gmail.com (7)

ORCID: 0000-0001-7689-239X (1); 0000-0002-7264-0520 (2);
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There is already the problem of using a large
number of narratives, which should sufficiently
expand intertextual connections. It allows to
create a digital image of knowledge systems used
in a single display format.

The first stage of the process of transforming
narrative descriptions into the format of
interactive knowledge bases that are able to
interact with each other is the formation of
logical-linguistic models of text descriptions.

2. Research results and analysis
2.1. The constructive of logical-
linguistic models formation

The information base of any interactive
knowledge system consists of different data types
[1,2]. These data have certain functional
properties and form a rather complex structure of
interdependent relations. Moreover, the very
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information base of systems of this class is dual in
nature - the data that make it up have certain
logical relationships on the one hand, and also
some of them are certain concepts and linguistic
constructs (hereinafter concepts) on the other
hand, so data have linguistic attributes [3]. The
functionality of these data is displayed in the form
of symbolic and numerical formulas, and we
present certain sequences of computational
operations [1-3]. The linguistic structures of these
data are presented in the form of a sequence of
certain words in the form of sentences, statements,
etc. [2].

However, it should be noted that everything
related to the data will be presented through the
concept of the term [3]. It follows that each
sequence of symbols of finite length (SSFL),
including numbers, as well as their representation
in the form of formulas, can be considered as a
rule and can also be represented as a term. From
these formulas-rules it’s possible to form in the
future certain linguistic structures of the formal
kind that are displayed according to the syntax
defined for them.

Further we will consider the final sequences of
characters that are plural in nature, that is, they
can be combined into plurals on certain grounds.
Moreover, these sets can be represented as
hierarchically related classes. Each such class
includes sequences that have at least one common
property [1, 3]. Such classes of SSFLs with
properties form the certain topology, and
therefore they can be represented as trees [2, 3].
One of such tree types is a growing pyramidal
network (GPN) [4, 5]. Their attractiveness is the
ability to automatically divide the SSFL into
appropriate classes based on the specified
properties of each SSFL.

The condition that SSFLs are divided into
classes according to certain properties defines
them as intentional [2], that is those that have
signs-meanings, that we will define as the
contexts of SSFLs. Then SSFLs that have a
defined non-empty set of contexts will be defined
as concepts and denoted by the variables
X,¥,Z,... and the classes they form with letters

X,Y,Z,... and so on. The presence of certain
contexts in SSFL-concepts will be represented
according to the notation of A -calculus (lambda-
calculus), namely - X [ ] [3]. The bracket [ ] is
called “context holes”. It’s clear that the presence
of the hole determines that the concepts aren’t

connected. Once we determine the term that can
fill the hole, we get the connected SSFL terms.

Then all classes formed by SSFL concepts are
extensional [3]. We’ll define properties of SSFL-
concepts by the letter 7, and set of properties
through R.

The hierarchical structures formed from SSFL
in the form of GPN are marked trees. Their labels
are SSFL concepts, that are class names, and
SSFL-concepts, which aren’t extensional, that is
have only one semantic meaning. SSFL-concepts
that have only one meaning can’t be reduced, that
is broken down into simpler concepts. Such SSFL
concepts will be defined in the future as terminal
[4, 5].

All SSFL-concepts form a certain set of names
2., that are labels of all GPN nodes. Under such
conditions, GPN is unique to the set of Bohm trees
[1-3]. That is, the topology of the interaction of
SSFL sets concepts can be represented as a set of
2 - labeled trees formed by GPN nodes.

>={X.,X,,..X,.a,,a,,..a,}, (1)

where X; — class of SSFL-concepts, a; -

terminal node SSFL-
concept).
Having determined the property classes

R1,R2,..., Rm, that implement the division of all

GPN concepts into classes, and determine the
relationship between the concepts, we obtain the
corresponding GPN. According to [4-6], each
GPN is a taxonomy.

Based on the condition formulated at the
beginning, namely that an arbitrary type of SSFL
is a term, it can be argued that all names of SSFL-

(the non-extensional

concepts can form the set of terms A, that’s
represented in the notation of lambda calculus [3].
This allows us to consider all SSFL-concepts and
their meanings nominally. This condition is met
on the basis that all the SSFL-concepts presented
in expression (1) aren’t related by a strict ordering
relationship. Moreover, when we move on to the
GPN, it’s always possible to distinguish many sets
of SSFL-concepts, that also aren’t related to the
relationship of strict ordering.

We’ll note also one more constructive property
of GPN. Nodes that are hierarchically
interconnected can form truth statements that can
be calculated. Thus, based on the construction of
the GPN from SSFL-concepts, a certain system of

knowledge in terms of A-terms is formed. Its
information base consists of certain linguistic
structures formed from SSFL-concepts, that are
terms. The values of these terms required for
calculations are determined in the process of
assigning them the appropriate contexts. This
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process is interactive. According to [3], each term
representing the certain SSFL-concept will be
represented in the form of the Bohm tree of the
form (1). Then we can say the following - there is
a meta-procedure that can turn the whole set of
linguistic constructs into GPN, which is a
composition of Bohm trees, that in turn is also a

composition of many A -terms, formed by SSFL-
concepts of the same GPN. Therefore, in fact, the

set of A -terms can be represented as a certain
interactive knowledge base (IKB).

It’s clear that both functional data and
linguistic structures that make up an interactive
system of knowledge, that we present in the form

of a set of A-terms, have certain relationships
with each other, that is in a certain way logically
and functionally characterize each other.
Therefore, it’s most effective for further
consideration of the information base of arbitrary
IKB to present in aggregate form, which is
implemented in the form of the logical-linguistic
models (LLM) class. This class of models is
implemented on the basis of predicative
representation of information structures of
arbitrary type [7-15]. This allows us to consider
them together in an arbitrary sequence without
defining the relationship strictly and not strictly.
Also, all LLM objects are atypical. This
atypicality provides the definition of procedures
that can jointly process the entire complex data
structure that make up the information base of
interactive knowledge systems. Then the whole
set of such data will be defined as a separate class
of atypical data, that allows to interpret as nominal
(3, 4].

The predicativeness of the linguistic constructs
of IKB, as the composition of Bohm trees,
determines the nature of the formation of
statements from the nodes of these trees.
Moreover, the formation of GPN as the
composition of Bohm trees is also predictive.

However, the process of LLM formation is
realized on the basis of determining the order
relation over certain sets of A -terms, that leads to
the loss of the nominal value of their terms. It
gives the calculation of the contextual meanings
of the terms semantic nature and thus implements
an interactive act of interaction with the
information base.

{XI,XZ,...,X,I,al,az,...,am}—>A—>

>y ->THE= (2)
= {Xl,Xz,..., R A };

o Lox [ - 3)

—{x,[Bl x,[D]...x,[V.P|}>¥;
> = {1l Ax, . Ax, Aay, Ay s, b, (8)

where | - the smallest element of all SSFL-
context values; B, D,V , P- context values.

Expressions (2) - (4) reflect the generalized
metaprocedure of IKB formation on the basis of
definition of context values of SSFL-concepts and
their transformation.

The introduction of the smallest value of the
context and the definition of the contexts
themselves passively determines the order
relation over the set of A -terms, and thus creates
the conditions for the formation of the GPN V.
That is, expressions (2) - (4) are recursive.

It can then be argued that an arbitrary LLM has
a nonempty structure of relationships between
SSFL-concepts, which has a hierarchical form and
can be represented as a tree. LLM is also an open
structure. This means that the information base,
the logical and linguistic characteristics of which
it represents, can be supplemented at any time
with the latest concepts and their relationships.
The open nature of LLM determines that this class
of models has the property of inductance. That is,
their graph model in the form of a tree can grow
due to the latest concepts and their relationships.
One of the effective types of graph models of
LLM is a growing pyramidal network (GPN) [4,
5] Their positive distinguishing feature is the fact
that an arbitrary GPN is equivalent to an arbitrary
taxonomy of narrative description [1, 2, 6].

The attributes of the concepts that make up the
GPN nodes can be contexts that describe their
semantics; belonging to a certain thematic class,
that is determined by their semantics; relations
between concepts, etc. That is, the inductive
process of forming the new nodes of the GPN can
be represented as a sequence of statements that are
formed on the basis of the contexts of each
inductively active concept. Thus, in the process of
forming GPN, as a structural reflection of LLM,
the formation of logical expressions of a certain
set of statements is realized. Using the attributes
of each concept of these statements, it’s possible
to form a formal expression in the form of a record
of the algebra of statements calculus [3]. And the
names in this expression will be the names of
concepts. This determines that the GPN is
structurally unique in the formula of the algebra
of expressions, which is formed in terms of the
concepts of the GPN, that are propositional
variables, using logical operations: conjunction
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13 2

“A”, disjunction “V ”, negation “—” and
following “—".

2.2. The operational components of
text transformation processes

All constructs of LLM, namely: statements,
chains of knots of GPN, logical formulas are
certain terms. Linguistic constructs from terms
have an atypical representation and can also have
a propositional character, that determines the
nominal value of SSFL-concepts, which are
interpreted by formulas in the notation of
statements algebra. Moreover, contexts that
semantically  define  concepts that are
propositional variables also characterize these
concepts as dichotomous. This means that each
statement that is formed on the basis of the
concepts of the GPN is characterized by one of
two meanings, that is to answer arbitrary
questions in the format of “YES” or “NO”.

For expressions (1) - (4), this means that they
are significant in the case of “YES”, and may not
be taken into account in the case of “NO”. That is,
provided that the contexts of the GPN form a true
expression formula (2) - (4), an interactive
knowledge base is formed. If there is a case of
“NO”, which means that the true statements
haven’t been formed, IKB or a fragment of these
GPN isn’t implemented.

This greatly simplifies the formation of a
training sample for an interactive knowledge
system. It can be based on concepts whose
significance in relation to the question of
belonging to certain classes is true. That’s, to the
question of the existence of the certain certainty
that the concept of GPN belongs to certain class
or group of classes, we will always get the answer
“YES”. But it is clear that when the latest concepts
are included in the GPN, we will receive answers
not only “YES” but also “NO”. And this
determines the conditions for expanding the
training sample of the intelligent system.

According to the homotopy type theory [1, 2],
GPN is unilateral to the decision tree. Therefore,
the representation of the GPN in the form of
formulas with propositional variables, that are the
concepts of the GPN, can be represented in the
form of the certain decision tree. Each formula of
propositional variables and logical operations that
is formed when interacting with the LLM of the
interactive knowledge base is determined by the
hierarchy of the classification structure of the
subject of interaction. Depending on the attributes

of the concepts of active LLM, we obtain the
value of belonging of the propositional variable to
certain classes of concepts, and thus form a formal
notation in the notation of the statements algebra
and further in the form of GPN.

The atypical nature of expressions (1) - (4),
including the case of defining the contexts of
SSFL using propositional variables, means that
the type of meaning of these contexts isn’t
important for calculations. They can be both
numerical and non-numerical. Moreover, the
logical expressions from propositional variables
are quite stable to the order of their positioning in
the formal expression, so they can occupy an
arbitrary position in the record. Also, the values
that they receive in the calculation don’t require
determining the relationship of strict or non-strict
order. That’s, transformations (2) - (4) are always
able to determine the truth and objectivity of LLM
values [12].

Thus, the GPN is the primary LLM taxonomy
of the narrative of the document being processed.
The training sample, which is the primary basis of
the process of machine learning of the interactive
knowledge base, is formed from the concepts of
this narrative. Then formed on this basis, the GPN
provides a systematic reflection of all the
narratives that make up the primary information
base of the interactive knowledge system. The
systemology of the interactive knowledge base
follows from the systemology of LLM and GPN.
This provides a complete and correct
interpretation of the properties of all the concepts
that make it up. And as a consequence, it
implements the solution of problems of
classification of concepts that determine the latest
nodes of GPN, diagnosing the states of all
concepts on the basis of the formation of logical
formulas in the notation of the statements algebra.
Also, the systemology and dichotomy of
propositional expressions from the concepts of
GPN create conditions for predicting the presence
of certain properties in the newly formed nodes of
GPN.

Prediction in our view of LLM can have a
truncated form of expression (2), which is
supplemented by a representation of the form (6),
namely:

{Xl,Xz,...,Xn,al,az,...,am}—>A -

—)1//—>T—>Z= (5)
- {Xl,Xz,...,Xn,al,az,...,am},
=)-=, (6)
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where the contexts for all SSFL-concepts are

defined. In this case, the set of A _terms includes
certain functional expressions that implement
predictive calculations [12, 16].

The decision tree, that is based on the
relationship between the concepts of the GPN, is
a composition of Bohm trees, and can be
converted into a propositional expression. Its
elementary expressions, within the conditions of
the specific problem, take the meaning of “true”
or “denial”. The calculation of these values is
realized on the basis of determining the degree of
belonging of the attributes of the new concepts to
the characteristic descriptions that make up the
contexts of the educational sample.

Expressions (5) - (6) define not only different
functionalities, but also the systemic stability of
the latest concepts of GPN. To do this, the

procedure of discretization of A terms set is
determined, which implements the definition of
the corresponding numerical scales, that consist of
intervals characteristic of the contexts values of
SSFL-concepts in a particular state. These
procedures also take into account the frequency
distribution of concepts in different classes,
thereby increasing their classification features in
the GPN, and as a consequence, systemic
accuracy. Another consequence is the formation
of more effective propositional expressions with
the use of the latest concepts of the GPN, which
are unique to the decision tree, and as a result
define more stable systemic rules.

(Z)— BT(M)={LjU{x,, Ax, ... Ax,, (7)
Aa,,la,,....2a, |
where BT (M )according to [4] - the marked tree,

M - the term which has solvability, that is all
statements formed from its SSFL -concepts are
true.

Thus, the interactive system of knowledge,
that is implemented on the basis of the formation
of GPN in the process of processing documents
and narratives, is determined by the high stability
of the systemic features of the GPN concepts and
their relations. This is ensured by the following
procedural interpretation of the properties of the
GPNs themselves, as certain objects of a complex
hierarchical structure.

1) Formation of propositional expressions in
the notation of the algebra expressions that
determine the classes of GPN concepts based on
the optimal definition and selection of attributes
combinations that are significant in the interval of
a certain scale. At the same time, due to the

application of the operation “negation”, the
procedure of minimizing the descriptions length
of each class defined in the GPN is also
implemented.

2) Reliable classification of all concepts
included in the training sample for GPN, and as a
consequence of the formation of propositional
expressions that dynamically reveal the patterns
of both relevant classes of concepts and the
relationship between them, while regulating the
compactness of the training sample, excluding
quality assessment of patterns, that were
discovered.

3) Defining the membership function, which
implements the mechanisms of fuzzy logic in
calculating the characteristic characteristics of
GPN concepts and their classes, and obtaining
clear and fuzzy levels of reliability and their
ranks, the validity of attribute features of concepts
and their properties and relationships, including
zero value type “I don’t know”.

All these procedural actions ensure the
formation of GPN and on its basis LLM, that
determines the functional structure of the
interactive knowledge system. Based on them, the
linguistic-semantic and conceptual analysis and
processing of multilingual natural-language
narrative  descriptions are realized in the
environment of the specified system. The
selection of linguistic constructs of different
length and complexity, identification and
selection of intercontextual relations for all
concepts that determine the semantic features of
GPN and LLM, including the educational sample,
is provided.

GPN and as a consequence of LLM, that are
built on the basis of the above-described machine
learning procedures, are characterized by the
property of inductance. The further development
of GPN, based on the encapsulation of new
concepts, also expands the set of propositional
expressions, that are in fact certain linguistic
constructs, built on the application of logical
operations to disordered elementary records -
statements that don’t have logical operators
inside.

This is functionally represented by expressions
(2) - (7). When forming Bohm trees of the form
(4) under conditions that the contexts of their
nodes determine only the true wvalues, we
implement recursion from expressions (2) - (4).

The identification of intercontextual relations
in the process of the latest concepts encapsulation
and further inductive growth of the pyramidal
network, realizes the discovery of new statements
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as systems of knowledge. The intercontexts of the
relationship are revealed through the logical
operation “conjunction”, and the direct growth of
GPN is realized by the use of logical operations
“disjunction”, “negation” and “following” both
direct and reverse.

If we apply the rule of Godel's theorem on
incompleteness [4], we can determine that no
matter how many concepts aren’t encapsulated in
GPN and LLM, and no matter how many of their
contexts in GPN aren’t related, GPN, LLM and
interactive knowledge system are never will be
complete. The result is the formation of
indeterminate nodes, which are the result of
applying the “conjunction” operation to selected
sets of the training sample.

All undefined nodes are concepts of complex
structure. Their concepts, like linguistic
constructs, have logical operations inside them
and can therefore take the form of complex
statements. Then such concepts can also be
presented in the form of propositional
expressions, that are able to define and classify the
latest concepts with a complex structure.

Also, uncertainty concepts based on the use of
inductance properties implement the clustering
procedure, that provides identification of
semantically equivalent concepts and their
classes. The degree of this equivalence is
determined based on the application of the
membership function. Depending on the
significance of the degree of equivalence, the
concepts of uncertainty either form the newest
class or are included in an existing thematic class.

After all, the measure of equivalence allows us
to apply the rule of logical inference “following”
by analogy. With a predetermined degree of
equivalence, it’s possible to draw conclusions
about the belonging of new concepts and their
classes to those already defined, and also to
determine the degree of certain statements
validity that are formed on the basis of concepts
whose contexts are relevant.

3. Conclusions

The methodology and formation of growing
pyramidal networks constructively ensures the
transformation of narrative texts into the format of
interactive knowledge bases. GPNs are able to
determine the conditions for the stability of
information databases of interactive knowledge
systems, to implement the transformation into
their ~ formats of unstructured narrative

descriptions of various types, from scientific
articles to catalogs of scientific and technical
products, monographs and more.

The conceptual basis of such transformations
in the form of atypical expressions provides the
implementation of intellectual services for
processing narratives by means of linguistic-
semantic and conceptual analysis with their
subsequent transformation into the format of
logical-linguistic = models and interactive
knowledge bases.

4. References

[1] V. Voevodsky, Univalent Foundations of
Mathematics:  Proceedings of Logic,
Language, Information and Computation,
WoLLIC 2011, in: Lev D. Beklemishev, Ruy
de Queiroz (Eds.), Lecture Notes in
Computer Science, volume 6642, Berlin,
Heidelber, Springer, 2011, p. 311.
doi:10.1007/978-3-642-20920-8.

[2] Homotopy Type Theory: Univalent
Foundations of Mathematics, Princeton:
Institute for Advanced Study, 2013, 603 p.

[3] van Dalen, Dirk (2013). Logic and Structure.
Universitext. Berlin: Springer.
doi:10.1007/978-1-4471-4558-5.

[4] Dybjer, Peter & Kuperberg, Denis. (2012).
Formal neighbourhoods, combinatory B6hm
trees, and untyped normalization by
evaluation. Ann. Pure Appl. Logic. 163. 122-
131.10.1016/j.apal.2011.06.021.

[5] V. Gladun, Processes of formation of new
knowledge, Sophia, SD "Teacher 6", 1994.

[6] O. Strizhak, Transdisciplinary integration of
information resources (Information
Technology), PhD thesis, The National
Academy of Sciences of Ukraine, Inst. of
Telecommunications and Global. inform.
Space, Kyiv, 2014.

[7] M. Dymarsky Ways to embody the
predicative relationship: Acta Linguistica
Petropolitana, in: Proceedings of the Institute
of Linguistic Research of the Russian
Academy of Sciences, in: N. N. Kazansky
(Eds.), T. XI. Part 1, Categories of nouns and
verbs in the system of functional grammar,
in: M. D. Voeikova, E. G. Sosnovtseva
(Eds.), Nauka, 2015, pp. 41-62.

[8] Understanding Predication. Series: Studies in
Philosophy of Language and Linguistics /
Edited By Piotr Stalmaszczyk // Peter Lang:
Frankfurt am Main, Bern, Bruxelles, New

99



York, Oxford, Warszawa, Wien, 2017. — 292
pp. DOI: https://doi.org/10.3726/b11243.

[9] O. Kulbabska, Modern interpretations of the
category of predication in linguistics,
Ukrainian language, Ne 1, 2009, p. 61-73.
ISSN 1682-3540.

[10] Ivanova K.B., Vanhoof K., Markov K.,
Velychko V. Introduction to the Natural
Language Addressing International Journal
"Information Technologies & Knowledge".
2013. Volume 7, Number 2. p. 139-146.

[11] N.  B.  Cocchiarella,  Philosophical
Perspectives on Formal Theories of
Predication. In: Handbook of Philosophical
Logic. Synthese Library (Studies in
Epistemology, Logic, Methodology, and
Philosophy of Science), volume 167,
Springer, Dordrecht, 1989, pp. 253-326.
doi.org/10.1007/978-94-009-1171-0 3.

[12] V. Velichko, Logical-linguistic models as a
technological basis of interactive knowledge
bases, International Journal "Information
Models and Analyses", volume 8, number 4,
2019, pp. 3 25-340.

[13] O. Stryzhak, S. Dovgyi, M. Popova, R.
Chepkov, Transdisciplinary Principles of
Narrative Discourse as a Basis for the Use of
Big Data Communicative Properties, in: Arai
K. (Eds) Advances in Information and
Communication, FICC 2021, Advances in
Intelligent Systems and Computing, volume
1364, Springer, Cham, 2021.
doi.org/10.1007/978-3-030-73103-8 17.

[14] O. Stryzhak et al. Decision-making System
Based on The Ontology of The Choice
Problem, J. Phys.: Conf. Ser. 1828 012007,
2021. doi:10.1088/1742-
6596/1828/1/012007.

[15] S. Dovgyi, O. Stryzhak, Transdisciplinary
Fundamentals of Information-Analytical
Activity, in: M. Ilchenko, L. Uryvsky, L.
Globa (Ed.), Advances in Information and
Communication Technology and Systems.
MCT 2019, Lecture Notes in Networks and
Systems, volume 152, Springer, Cham, 2021.
doi.org/10.1007/978-3-030-58359-0 7.

[16] A. Gonchar, O. Strizhak, L. Berkman.
Transdisciplinary consolidation of
information environments, Communication,
Ne 1 (149), 2021, pp. 3-9.

100



A Method For Formalizing Knowledge About Planning UAV Flight

Routes In Conditions Of Uncertainty

Aleksandr Tymochko /, Natalia Korolyuk 2, Anastasia Korolyuk ? and Elena Korshets #

2 Ivan Kozhedub Kharkiv National University of the Air Force, Sumska street, 77/79, Kharkiv, 61023, Ukraine
3 Vasil Karazin Kharkiv National University, 4 Svobody Sq., Kharkiv, 61022, Ukraine
4 Ivan ChernyakhovskyNational Defense University, Povitroflotskyi Avenue, 28, Kyiv 03049, Ukraine

Abstract

It is advisable to use heuristic methods for the task of planning the flight routes of unmanned
aerial vehicles (UAVs) at the planning stage of monitoring and reconnaissance. With their help
they look for solutions within some subspace of possible acceptable solutions. They are the best
in terms of taking into account the practice, experience, intuition, knowledge of the decision
maker. The values of individual predicted factors should be represented using the mathematical
apparatus of fuzzy sets. A method of formalizing knowledge about UAV flight route planning
has been developed. It is based on interval fuzzy sets. In conditions of uncertainty, they allow
to formalize the factors that take into account the conditions of monitoring, search, detection
and destruction of objects, the impact of the external environment on the range of UAVs. This
effect is manifested in the form of linguistic and interval-estimated parameters for each option,
which allow to take into account the uncertainty. The developed method allows to form the area
of definition of linguistic variables. These variables are used to describe the conditions for
monitoring, reconnaissance and the impact of the environment on the range of UAVs. Such
variables are also used to form from the set of the most important objects of monitoring,
exploration of the most significant ground objects on the basis of an assessment of the degree
of non-dominance of elements. The proposed approach provides a formalization of UAV flight
route options for each possible scenario of the location of objects, the impact of the external
environment. The result of formalization is fuzzy production rules, where fuzzy linguistic
utterances are used as the antecedent and consequent.

Keywords

Unmanned aerial vehicle, production rules, fuzzy linguistic statements

1. Introduction

The most important task of the Armed Forces
(AF) of Ukraine in the defense nature of military
doctrine is the constant monitoring of the enemy.
Monitoring should ensure a timely and organized
transition of troops from peacetime to martial law.
The main role is played by monitoring and
intelligence. Their tasks are to provide the
leadership and headquarters in a timely manner
with complete and reliable information about the
enemy. Among the available technical means
capable of quickly and efficiently collecting the
necessary information, one can single out
unmanned aerial vehicles (UAVs). When
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monitoring the area, UAVs fly over the area of
interest and collect the necessary data.

Thus, UAVs can be used to monitor forests,
fields, Dborders, for environmental and
meteorological monitoring, search and rescue
missions, for military purposes, etc. The presence
of large potential capabilities of UAVs does not
guarantee the achievement of the specified
efficiency of reconnaissance and monitoring. Its
increase can be achieved by intelligently
predicting the behavior of UAVs. This takes into
account the influence of environmental factors,
the behavioral nature of the objects of monitoring,
knowledge and experience of UAV operators.

The experience of practical application of
UAVs [1-3] in performing field monitoring tasks
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in real combat conditions revealed the difficulty
in making an informed decision on the selection
and construction of rational flight routes.
Managing UAVs for monitoring, searching,
detecting, and destroying objects is a complex,
poorly formalized task. It is resolved under the
condition of opposition of the opposite party
(conflict) and requires the use of methods in the
field of artificial intelligence. First of all, it
concerns decision support systems, methods of
presentation and formalization of knowledge,
models of fuzzy sets.

At present, the combination of stochastic and
non-stochastic uncertainty factors influencing this
process is insufficiently taken into account when
selecting appropriate options for the UAV flight
route. Factors of non-stochastic uncertainty have
the nature of behavioral uncertainty. Therefore, it
is necessary to adapt pre-designed decision-
making models to change many possible
situations.

Tasks of this class require increasing the level
of automation of their solution. The reason for this
is the dynamism, ephemerality and high degree of
uncertainty of the air and ground conditions, time
constraints. But the task of automating the
planning of UAV flight routes is complicated by
the need to take into account the experience of
decision makers (DM). This requires formalizing
one's own knowledge and experience in ATS. To
work with knowledge, including its formalization,
it is necessary to improve mathematical support
and software (MSS). Trends in the development
of MSS show the need for the introduction of
modern information technology (IT), including
intelligent IT. They are aimed at creating and
using the knowledge bases (KB) of the UAV
control system (CS) [13-16, 22].

The knowledge base is a set of rules, facts,
derivation mechanisms and software that describe
a subject area and are designed to represent the
accumulated knowledge in it [17]. The most
difficult stage of creating a database is the
formalization of knowledge in a given subject
area.

Global trends in research in the field of control
theory are concentrated in two areas — artificial
intelligence and machine learning, robotics and
decision  theory. Artificial ~ intelligence
technologies are actively used in the military
sphere. Work is being actively carried out to
increase the autonomy of the functioning of
combat systems.

The article [4] considers the principles of
construction of the distributed external and

onboard components of the control system of a
group of reconnaissance and strike unmanned
aerial vehicles.

In [5] the models of collective control of
manned and unmanned aerial vehicles are
presented. Methodical support of training of
aircraft control operators and engineers of air
navigation systems is offered.

In the article [6] the analysis of an estimation
of efficiency and criteria of reliability of group
flights of UAVs is carried out. The algorithm of
search of the central repeater of group of UAV for
ensuring transfer of a control signal in group is
developed.

The article [7] discusses the advantages and
disadvantages of centralized and decentralized
architecture of UAV group management, presents
tables of the dependence of the level of onboard
automation and the number of UA Vs in the group.

The article [8] developed a method of planning
the flight path of UAVs to search for a dynamic
object in the forest-steppe area, taking into
account possible options for its movement.

The article [9] is devoted to the development
of a meta-model of a multi-agent system for
searching and influencing a ground object by a
group of unmanned aerial vehicles under a
centralized control variant. The base of rules of
logical inference for agents according to the
solved tasks and a role of the agent in group which
is based on use of production model is developed.

The work [10] is devoted to the development
of a method of UAV route planning when
performing missions to search for a stationary
object. The method allows to take into account the
distribution of probabilities of importance of the
area of the task.

In [11] a method of substantiation of the
optimal route of air reconnaissance was
developed. The paper proposes indicators and
criteria for the effectiveness of the search for a
dynamic object.

In [12] the issue of efficiency of decentralized
control of UAV group and operator load when
interacting with decentralized scheduler is
considered.

In [13, 14] the factors of influence of the
external environment are considered, which, in
turn, make changes in the initial result of UAV
flight planning. These factors are taken into
account with a high degree of subjectivity of the
person planning the flight route. In [14, 15]
mathematical models are considered, which aim
to increase the efficiency of monitoring. To
determine the optimal flight route, it is necessary
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to calculate the probability of performing
reconnaissance tasks. However, the experience of
using UAVs in local conflicts shows the need to
take into account the factors that affect the
effectiveness of monitoring and reconnaissance
operations with UAVs. It is necessary to take into
account the threats and limitations of natural and
technical nature [16, 17], which significantly
affect the final result of the flight task.

The result of the literature analysis indicates
the relevance and prospects of research in the
direction of developing intelligent UAV control
systems. search, detection and destruction of
objects.

Thus, a change in approaches to planning
UAV flight routes will make it possible to better
solve the problems of observation, search,
detection and destruction of objects.

The purpose of the study is to develop a
method of formalizing knowledge about the
planning of UAV flight routes on the basis of
interval fuzzy sets in the monitoring, search,
detection and destruction of objects in conditions
of uncertainty.

2. Problem analysis (Main part)

To formalize the knowledge of UAV flight
route planning, it is advisable to use interval fuzzy
sets of type 2 (IFST2). For IFST2, the values of
the membership functions of the second order are
constant. That is, the membership function is
unified (homogeneous) in contrast to the general
fuzzy sets of type 2 (FST2).

Interval fuzzy sets of type 2 allow you to use
all the tools of interval calculations and are
expressed by the degree of truth of the
uncertainty. It reflects the vagueness and
inaccuracy of the element belonging to a given
set. IFST2 (A) are characterized by the
membership function of the second type (order)
uz(x,u), where x e X and u € J¥ € [0,1], 0 <
uzi(x,u) < 1,which is expressed

A={(x,u,uz(x,w)|vVx € X,Yu € Jj* (1)
c [0,1]}.
The discrete A can be represented as

Qe Z#A(X) _
X

X€EX (2)

B {Z [leilfxi(uik)/uik] /xi},

N
i=1

where )Y is the union of x and u.

If f(w)=1,Vue []}C‘,]_,?] c [0,1], then the

membership function of the second type puz(x, u)
is expressed by the lower membership function of
the first type J¥ = pz(x) and, accordingly, the

upper membership function of the first type J¥ =
f5(x). Then IFST2 can be represented as
A=
{(x, w |Vx € X, Vu € [mx).ag(x)]} 6
c [0,1]

The article proposes the use of triangular fuzzy
numbers (TFN) and trapezoidal fuzzy intervals
(TFI). The expediency of their use is due to the
simplicity of operations on them and visual
graphical interpretation.

In the general case, the fuzzy interval is called

IFST2 An with convex upper and lower

membership functions, limiting the area of
uncertainty of this IFST2. The fuzzy number of

IFST2 is called IFST2 A, with convex and

unimodal upper and lower membership functions,
which limit the area of uncertainty of this IFST2.

Features of the representation of TFN or TFI
in terms of IFST2 are as follows:

—the left and right boundaries of fuzzy
quantities in terms of IFST2 are not points but
uncertainty intervals;

—the extreme values of the uncertainty
intervals, in turn, are the boundaries of the two
FST1. They are defined by the upper membership
function iz and the lower membership function
. These functions limit the occupied area of

uncertainty (FOU) TFNIFST2 or TFIIFST2 above
and below, respectively;
—the upper iz and lower uz membership

functions determine the normal convex FST1 on a
non-empty carrier. Moreover, in the case of TFN
IFST2 it will be unimodal normal convex FST1.

Thus, it is proposed to formally present the
FOU TFNIFST2 4, in the form of a tuple with
parameters [18-22]

FOU(4,) = {ag, ay, ag, a, Ba By),  (4)
where ag — left fuzzy coefficient fiz,;
a,, — left fuzzy coefficient p A
a- - center (modal value) iz ,;
a, — center (modal value) i,

n — right fuzzy coefficient fig,;
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B, —right fuzzy coefficient p i

In this case, the triangular upper membership
function fz,; FOU (AA) generates a normal
unimodal convex FST1 on a nonempty carrier —
an open interval [aﬁ —ag,ag + ﬂﬁ], and the
triangular function pu i, FoU (/TA) generates a
normal unimodal convex FST1 on a nonempty
carrier — open interval [au —aua,+ ﬁu]'

It is also proposed to formally represent FOU
TFI IFST2 in the form of a tuple with the
following parameters:

FOU(4;) =
= <aﬁl a&l aﬁl a&; bﬁl bEI ﬁﬁ’ ﬁ&):
where ay — left fuzzy coefficient fiz,;
a,— left fuzzy coefficient pzy,;

(5)

ag — lower modal value fizy,;
a,— lower modal value pz,;

b; — upper modal value fiz,;
by~ upper modal value pz;;

P right fuzzy coefficient iz
B,.— right fuzzy coefficient piz;.

In this case, the trapezoidal upper membership
function jiz, FOU (/I n) generates a normal
convex FST1 on a nonempty carrier — an open
interval [aﬁ —ag, by + B’_ﬁ]’ and the trapezoidal
lower function pz,FOU (A n) generates a normal

unimodal convex FST1 on a non-empty carrier —
open interval.

In this case, the set of fuzzy production rules
will be called the base of rules (BR). It is intended
for the formal presentation of empirical
knowledge or expert knowledge (DM) on a
subject area based on IFST2 [22]. In the general
case, there are the following BP:

* by type of fuzzy production rules [17]
(depending on the formal representation of the
derivation of the rule): fuzzy statements; clear
statements; functions;

* by the structure of fuzzy production rules:
SISO — a structure that implements one input and
one output; MISO — a structure that implements
many inputs and one output; MIMO is a structure
that implements many inputs and many outputs.

When formalizing knowledge about the
process of planning the route of the UAV flight in
the form of a fuzzy production rule that describes
a predetermined version of the UAV routes, we
will use the rules with MISO-structure.

These conditions are factors that take into

account the conditions of monitoring, the impact
of the external environment, and the conclusions
—recommendations on the appropriate route of the
UAV flight in specific conditions.

When developing a method of formalizing
knowledge about the planning of UAV flight
routes on the basis of interval fuzzy sets, the
following limitations and assumptions are taken
into account:

- issues related to the assessment of the
adequacy and informativeness of the parameters
used to describe the projected situation are
considered resolved and are not considered in this
study;

- construction of membership functions for
conditions and conclusions of fuzzy production
rules begins with the use of the simplest forms of
membership functions — piecewise linear
functions. Subsequently, their nature can be
clarified and taken into account during the
adjustment of the rules (for example, at the stage
of learning a fuzzy logical system);

- issues of ensuring the completeness and
consistency of a set of fuzzy production rules in
this study are not considered.

The method of formalizing knowledge about
the process of planning a reconnaissance flight of
a UAV based on IFST2 includes the following
main stages:

- presentation of factors that take into account
the conditions of monitoring, exploration,
environmental impact in the form of linguistic
variables for each projected option;

- formation of the area of definition of
linguistic variables used to describe the conditions
of monitoring, exploration and environmental
impact;

- formation for each linguistic variable of the
term set, as elements of which use the names of
fuzzy wvariables that describe the linguistic
meanings of the conditions of monitoring, the
impact of the external environment;

- description of UAV flight route options;

- formation of many of the most important
objects of monitoring, intelligence based on the
assessment of the degree of non-dominance of the
elements;

- presentation of options for the location of
ground objects, the impact of the external
environment, the appropriate variant of the UAV
flight route in the form of fuzzy production rules,
where as an antecedent, a follower use fuzzy
linguistic statements.

Thus, it is investigated that for the task of UAV
flight route planning at the planning and
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reconnaissance planning stage it is expedient to
use heuristic methods. They are looking for
solutions within some subspace of possible
acceptable solutions. They are the best in terms of
taking into account the practice, experience,
intuition, knowledge of ATS. The values of
individual predicted factors should be represented
using the mathematical apparatus of fuzzy sets. A
method for formalizing knowledge about UAV
flight route planning based on interval fuzzy sets
in conditions of uncertainty has been developed.
With its help it is possible to formalize the factors
that take into account the conditions of
monitoring, search, detection and destruction of
objects, the impact of the external environment on
the range of UAVs.

They are presented in the form of linguistic
and interval-estimated parameters for each option.
This approach allows:

- take into account uncertainty;

- to form the area of definition of linguistic
variables that are used to describe the conditions
of monitoring, reconnaissance and the impact of
the external environment on the range of UAVs;

- to form from a set of the most important
objects of monitoring, reconnaissance of the most
significant ground objects on the basis of an
estimation of a degree of non-dominance of
elements;

- to formalize the flight options of the UAV for
each possible variant of the location of objects, the
influence of the external environment in the form
of fuzzy production rules, where fuzzy linguistic
statements are used as an antecedent, a
consequent.

3. Conclusions

The calculation of the mathematical
expectation of the time to perform individual
operations in the construction of UAV flight
routes at the planning stage is carried out.

In the traditional approach, the time for
information preparation and direct planning of
UAV routes is up to 66% of the total time for
making a decision [10, 19, 22].

The mathematical expectation of the total time
for making a decision is M*[T,]=211,59s; the
time spent on entering the initial data —
M*[T,]=67 s (up to 31% from M*[T]) the waiting
time for the result of solving the problem —
M*[T.]=73,63s (up to 35% from M*[T]).
Efficiency of decision-making by a decision-

maker at the stage of planning UAV flight routes
may turn out to be unacceptably low (P=0.47 ...
0.9). To increase the efficiency of decision-
making, it is necessary to reduce the time for
preparation and the direct solution of the problem.

In the proposed approach to planning the
routes of the UAV reconnaissance flight, the
mathematical expectation of the total time for
making a decision was M*[T,]=103,59 s, the time
spent by the decision-maker for entering the initial
data was - M*[T,]=13,74s (up to 13%
from M*[T,]), the waiting time for the decision
result was — M*[T,]=33,71s (up to 32% from
M[T.]).

The proposed approach to planning UAV
flight routes under conditions of uncertainty
makes it possible to reduce the total decision-
making time by up to 2 times.
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Abstract

Paper discusses the main methodological and technological features of studying and building
of speaker’s identification systems built on the basis of deep learning neural networks.

The problems and tasks arising in the process of creation of such systems are considered. The
purpose of the research article is to show the suggested ways and methods for their elimination
and solutions, which were found in the process of creation of an automated system for speaker
identification and verification, built due to the use of such networks.

In the process of its creation, the method of spectral analysis of speech signals at short time
intervals was determined, which ensures high resolution. In addition, a solution of the problem
of invariance of the system to different language groups and the duration of phonograms is
proposed. This ensured the generality and efficiency of the obtained results of speaker’s
identification.

As a result, an automated system for forensic identification and speaker’s verification was
developed on the basis of deep learning neural networks. In the process of the development of
a system based on the comparison of the spectral characteristics of speech signals, several
methods have been proposed and tested providing the possibility of identification (verification)
of the speaker by speech messages of short duration.

Keywords
phonogram duration, forensic identification of speaker, deep learning neural network, spectral
analysis, frequency domain, efficiency.

1. Introduction graphs of errors of both the first and second kinds
for the best automated speaker identification
systems is on average (3—10)%. At the same time,
several tests of systems on messages of less than
10 s duration are carried out relatively rarely [3].

Similar data are provided by the materials of
the working group of forensic speech and audio
analyzes of the European Network of Forensic
and Scientific Institutions [4].

It is generally accepted that the effectiveness
of automated speaker’s identification systems is
significantly lower than the effectiveness of, for

The use of modern technologies of neural
networks for the examination of materials and
digital sound recording equipment allows, as a
rule, to obtain a more higher level of its efficiency
[1,2]. Usually, the efficiency of the system is
taken as a quantity determined by the probability
of errors of the first and second kinds, inherent in
mentioned type of examination.

According to the materials of the SRE NIST
tests carried out recently, the point of cross of the
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example, video or DNA
recognition.

Paper presents the results of research and
development of a speaker identification system
based on spectral characteristics of voice signals
and on deep learning neural networks, which, we
believe, can change this point of view.

During past two decades, the number of
noteworthy publications related to technical
systems for voice identification numbers in the
thousands. Therefore, we will consider only the
main methodological and technological features
of research and design of such systems that are
directly related to the problems and tasks solved
by the conducted developments.

Despite the hundreds of different methods and
algorithms for speaker’s identification based on
the physical characteristics of voice signals
various spectral parameters are generally
recognized as physical bases. This applies to both
classical methods and methods based on neural
networks. But the use of various characteristics
and parameters of signals with the use of classical
spectral methods allows only to improve slightly
the efficiency of identification, since any of them
is based on a discrete orthogonal Fourier
transform.

Modern research in the field of
neurophysiology of hearing indicates the
feasibility of spectral analysis of speech signals at
short time intervals [5]. In particular, a number of
important applications of processing audio
information at short time intervals have already
become classics, for example, when compressing
audio files. Thus, the basic basis for the majority
of audio file compression formats is the
transformation of signals from the time domain to
the frequency domain at short time intervals (16—
20) ms [5]. But the discrete orthogonal Fourier
transform at small time intervals (about 20 ms)
has insufficient frequency resolution from the
point of view of the neurophysiology of hearing.
So, for a time interval of 20 ms, the use of such a
transformation for the transition from the time to
the frequency domain, provides a frequency
resolution of 50 Hz. However, it is known from
the neurophysiology of hearing that the resolution
of human hearing is approximately 1 Hz [5].

As it will be described below, such a low
frequency resolution at short time intervals
significantly reduces the efficiency of any speaker
identification systems and is one of the
determining factors in the spectral analysis of
audio information. And the modern practice of
expert examination points to serious problems of

fingerprinting,

speaker identification for phonograms of short
duration [3,4].

Another important problem, in our opinion, is
that any methods and algorithms for conducting
an examination within the framework of this
methodology relate to certain parameters of sound
signals in the frequency domain, from which
some, as the most important, are selected by an
expert. For example, the frequency of the main
tone, the spectrum of specific sounds, etc. are
compared. In this case, all comparisons are made
for integrative assessments obtained as a result of
averaging the spectral parameters over the entire
duration of the phonogram. This approach, taking
into account numerous accompanying factors and
their variability, often does not provide a high
generality and efficiency of the obtained results.
An important property of almost all known
approaches, including those based on the use of
deep learning neural networks, is also the
difficulty in achieving common results for large,
gradually growing databases. Such databases
form the bases of Big Data arrays used to train
neural networks. But in most cases, the plots of
errors of the first and second kinds, used to check
the quality of network training, will be bound to
the DataSet obtained from a specific training
material. As a result, a large degree of data
generalization requires, as a rule, repetition of
research and calculations for a new training set.

This raises the problem of the -correct
quantitative assessment of the effectiveness of the
forensic identification of the investigated object.
The construction of graphs of the probability of
errors of the first and second kinds, in our opinion,
is the most informative and therefore the most
preferable option for determination of the
magnitude of such errors.

The use of deep learning neural networks
allows us to consider the possibility of developing
an effective automated universal system designed
for forensic identification of a speaker. Under the
universality of the system, we consider its
suitability for work with the speech of speakers
speaking different languages, belonging to
different sexes and with phonograms of different
duration (including several seconds).

Thus, in order to solve the problems that exist
in the construction of an automated system for
forensic identification of a speaker, we define the
following tasks:

to determine the method of spectral analysis of
speech signals at short time intervals, providing
high resolution;
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to propose a solution to the problem of
invariance of the system to different language
groups and the duration of phonograms. This will
ensure the generality and effectiveness of the
results obtained for the identification of the
speaker.

The purpose of this paper is to show the ways
and methods of solving these problems by use of
the example of the results obtained during
research and development of an automated system
for identification and verification of a speaker (the
“Avatar” system [6]).

2. Ways and methods of solving the
tasks

Let us consider a discrete non-orthogonal
time-frequency conversion for a 20 ms time
window with a signal of the audiofrequency
range. To be specific, we will use the Morlet
wavelet with the basis

2
(t)zﬂFb_}éxejZ”FCtxe A) (1)

CI’VZOI" ,

where
j=v—1 — imaginary unit,

t — time,

F» — wavelet width parameter,

F.—wavelet center frequency [7].

In this case, we will consider redundant
transformations, in which the number of samples
in the time domain falling on the selected area is
less than the number of samples in the frequency
domain. So, for example, let's take an arbitrary 20
ms fragment of the speech signal of sound [A]
with a sampling rate of 44100 Hz. Then the
number of discrete samples falling on a 20 ms
segment is N = 882. Let us construct and compare
two types of time-frequency conversion in the
frequency range from 0 to 2500 Hz for the same
signal segment. The first of them is non-
orthogonal based on the Morlet wavelet with a

frequency step Dr. = 1 Hz [7]. The total maximum
possible number of frequency steps in the selected
range is 2500. The second is orthogonal with a
discreteness of Dr. = 50 Hz (in accordance with
the duration of the time window). The total
maximum possible number of frequency steps in
the selected range is 50.

Fig. 1 shows an illustration of a comparison of
the spectra of one signal fragment obtained for
two types of transformations.

Visually, these graphs are very close.
However, the difference in the positions of the
local maxima of the spectra for applied
examination problems is very significant, since in
most methods for identifying speakers an
important factor is the value of the frequencies of
such maxima [8]. As it is seen in Fig. 1, the values
of the frequencies of the local maxima for
orthogonal and non-orthogonal transformations of
the same signal differ by more than 20 Hz. This
circumstance significantly affects the accuracy of
the assessment of the spectral parameters of
speech.

It is known that when averaging any function
over a large number of time windows with a
duration of T = 20 ms, the calculation accuracy is
proportional to the square root of the number of
window transformations [7].

But this means that to achieve an accuracy of
1 Hz, obtained with a non-orthogonal
transformation on an interval of 20 ms, with
orthogonal transformations taking into account
averaging, 400 x 20 ms = 8 sec are required.

This shows the practical impossibility of
analyzing phonograms of short duration (several
seconds) by use of conventional methods of time-
frequency transformations, which is confirmed by
the modern practice of expertise [3,4].

At the same time, as it will be shown below,
the use of non-orthogonal time-frequency
transformations with a higher resolution in the
frequency of localization of maxima (of the order
of 1 Hz) significantly increases the accuracy and
efficiency of speaker’s identification by use of
phonograms of short duration.
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Figure 1: Compared spectra of one fragment of sound [A] (T = 20 ms)

The general concept of the developed speaker
identification system is based on the data of
classical studies in the neurophysiology of
hearing [5]. One of the important factors in the
identification of a speaker by human auditory
analyzers are the individual characteristics of
vowel sounds [8]. Therefore, when designing the
system, a separate basic module was developed
for automatic extraction of vowel sounds from
speech phonograms. The methodology for its
development is based on deep study of neural
networks.

The speaker’s identification technology used
in the system is based on the automatic
determination of the proximity of the spectral
characteristics of two vowel sounds — [A] and [I],
isolated from two different phonograms. At the
same time, the proximity of the characteristics of
two fragments of vowel sounds in phonograms is
determined on the basis of a special model created
on the basis of a deep learning neural network.
Let's consider some fundamental features of this
technology.

In the vowel extraction module for each of the
two phonograms, arrays of fragments of sounds
[A] and [I] with a duration of 20 ms are formed.
Further, for all fragments, a non-orthogonal
Morlet wavelet transform is implemented with a
frequency resolution of local maxima of 1 Hz. The
fragments are converted in the frequency range
from 0 to 12000 Hz. Changing the value of the
upper frequency of the range makes it possible to
study the performance of neural networks for their
various configurations and structures.

The obtained spectra are normalized by
dividing the amplitude of each spectral peak by
the sum of the amplitudes of all spectral peaks for
the entire frequency range

(%) @

Ay ===

iN 2147 (fl) s
where

Aiv — normalized amplitude of the spectral
component selected at the i-th scanning step,
Ai(f;)) — the amplitude of the spectral component
selected at the i-th scanning step.

Then one of the classic technological
approaches is used for further forming of the
DataSet. Arrays of fragments consisting of
various combinations of two spectra are formed
from a set of phonograms with the speech of
different speakers. In this case, for fragments of
the spectra of the same speaker, marking "he" is
used, and for different speakers — “not he”. Arrays
of a combination of spectra and a separate array
with a priori known labeling are the basis of the
DataSet for training the neural network.

Thus, to transform fragments in the frequency
range from 0 to 12000 Hz, the training DataSet
will be composed of fragments containing 24000
spectral amplitudes in various combinations. It
should be noted that for orthogonal
transformations, the number of frequencies is only
480, and in this version, training of a neural
network is a more simple task. Our studies of the
learning process of neural networks with different
structures for a DataSet with fragments containing
24000 frequency amplitudes, in practice, showed
the problematicness of obtaining effective results
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for most of the known structures of neural
networks. As the analysis showed, the main
reasons are known factors — gradient attenuation
and retraining. In this the most general statement
the structure of a deep learning neural network
based on convolutional networks was used to
solve the problem in effective way. It should be
noted that parallel studies are conducted on the
basis of fully connected networks. For these
structures a preliminary selection of 50 local
maxima of the spectrum (normalized and then
ranked according to the magnitude of the
amplitude) was applied. For this variant of neural
structures, results were obtained with less
efficiency.

The keras library (bakend tensorflow) was
used to train the neural network. The created
speaker identification model is actually intended
to solve the binary classification problem.
Fragments of the neural network training process
are shown in Fig. 2

0.950

0.925

0.900

)
| iosrs
| &

Maximum y on test data - [0.951[6774]

0.850

0.825

0.800

| 0 50 100 150 200 250 300
Figure 2: Graph of the effectiveness of training a

neural network

By use of the developed model, it was possible
to obtain a high efficiency of speaker
identification from the point of view of expert
examination practice. But the practical
implementation of the identification process
requires much time to calculate phonograms. In
addition, the identification model built by the
neural network is a “black-box”. It is not possible
to establish the causal relationships that determine
the speaker's identification. At the same time, the
implementation of software systems into the
practice of examination requires an “internal
conviction of an expert” in the correctness of
made decisions. This conviction can only be based
on well-known classical ideas about the
characteristics of sounds and speech.

Therefore, in the process of designing a
speaker’s identification system on the basis of the
parameters of voice signals (the “Avatar” system

[6]), an approach was formed on the basis of
classical concepts associated with a neural
network model.

Analysis of various phonograms showed that
for fragments of spectra with a high probability of
speaker’s identification (above 0.999), the spectra
of 20 ms fragments are very close. So, Fig. 3
shows the spectra in the range 0 — 2500 Hz for the
same speaker (sound — [A]) with the probability
of correct identification 0.9991.
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Figure 3: Spectra of similar characteristics of
voices

As it can be seen from the spectra of the same
two fragments, considered in the frequency band
from 0 to 4000 Hz, both local maxima and
formant features of the [A] sound practically
coincide (Fig. 4).
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Figure 4: Spectrum of similar characteristics of
voices with formant signs

In accordance with the concept of the adopted
approach to the practical implementation of the
“Avatar” system with a good approximation in
terms of efficiency, a classical heuristic criterion
for the proximity of two spectra was introduced -
the sum of the absolute values of the difference
between the normalized amplitudes of the spectra
of the sounds [A] and [I].

ol (3)
B= ZlAl _Azls
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where

A; —the value of the averaged amplitude of the
spectrum of the first phonogram,

A>—the value of the averaged amplitude of the
spectrum of the second phonogram,

N — the number of frequencies in a given
frequency range.

The smaller this value, the closer the
characteristics of the voice of the speaker and
almost any function of the spectrum accordingly.
It includes the frequency of the main tone and
formant features.

The classical approach to the assessement of
the effectiveness of forensic identification of any
object, including the speaker, is to determine the
magnitude of errors of the first and second kinds.
At the same time, plotting such errors is the most
preferable option for finding out the levels of such
errors. From the physical prerequisites of the tasks
of identification (and verification) of a speaker, it
is known that identification errors significantly
depend on the duration of sound phonograms. In
addition, it is generally accepted that the specific
characteristics of a language and language groups
should affect the effectiveness of identification.
Both of these factors were taken into account in
the studies and in the implementation of the
system under consideration. In particular, the
curves of errors of the first and second kind were
built for a mixture of speech messages of different
speakers, made in different languages — English,
Chinese, Russian and Ukrainian. As well as
messages made separately in English, Russian and
Ukrainian. The dependence of the magnitude of
errors on the duration of phonograms was also
determined. Thus in Fig. 5 and Fig. 6 graphs of
errors of the first and second kinds for several
variants of their construction have been shown.

Important “technological” factors should be
noted, which, due to the insufficient mass use of
systems for automatic identification of speakers,
are practically not represented in scientific
publications today. At the same time, these factors
play a very significant role in the practice of
expertise (including in its legal aspects).

The first factor is that the probability of
identification error in the studies under
consideration can be arbitrarily small. Including
less than 0.00001 (0.001%). It is possible under
provided that the fragments of the spectra of
sounds in two phonograms are very close on
average. And this can be observed in real practice
of examination. So, in Fig. 7 shows an illustration
of identification based on two phonograms with a

duration of approximately 60 seconds from the
same speaker.

# Error plots-Mixed language group-Sound”A-l"-Duration”> 15and<=30 sec.” - O X

Mixed language group-Sound”A-I"-Duration”>15and<=30 sec.”

0.8

o
&

Probability of error-p
o
=

)
s

ER = 0.1124031

0.0

SO OO0t wecta rosimity vt
# €3 +a|=/ @
Figure 5: Error graphs for mixed language group

Ukrainian-Sound“A-1"-Duration“>15and<=30 sec.”

Probability of error-P

R = 0.06632653

0.0

0.000 0025 0.050 0.075 0.100 0125 0150 0175 0.200
Sound spectra proximity parameter

al €3] +Ql=] B
Figure 6: Graphs of errors for the Ukrainian
language

The most problematic from the point of view
of making decisions on identification (for any
systems) are phonograms, in which the analysis
results give close values for errors of the first and
second kinds. So in Fig. 8 a similar illustration is
shown. The decision made on the basis of
information about errors of the first and second
kinds when the calculated values are close to the
point of cross of the curves is less justified.

Obviously, at the point of cross of the curves
of errors of the first and second kinds, the
hypotheses “he” and “not he” are equally
probable. At the same time, the probabilities of
errors of the first and second kinds on the graphs,
although the same, are not great. Such a
contradiction is a consequence of the incorrect
methodology for evaluating errors from the point
of view of the practice of interpreting the
probabilities of errors in these variants. But, due
to the experience of experts, it should be noted
that the expert practice is the area of most
cOmmon errors.
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When using integral estimates (for example,
when comparing the averaged spectra of the
fundamental tone for the sound [A], allocated
along the entire length of each of the
phonograms), the method of setting the error
probability threshold for decision making is
usually used. As a rule, this threshold is
determined by the assessment of the probability at
the point of cross of the graphs of errors.
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Figure 8: Illustration of speaker’s identification
provided that the calculated values are close to
the intersection point of the error curves of the

first and second kind

The peculiarity of its application is that,
regardless of the characteristics of such graphs
obtained in this case, the decisions made on the
basis of a given threshold are always subjective.
However, this methodology is generally
recognized in the practice of the probabilistic
approach to decision making [9]. We believe that
the use of such a threshold, if the obtained value
of the probability of an identification error is close
to it, has a too high degree of subjectivity. It is
advisable to use it in practice only for contrasting
values of the error probability. There is a
significant difference between the probability of
error for a specific measure of the proximity of
two spectra, and the probability of errors of the

first and second kinds at the point of intersection
of their graphs.

At the same time, in the presence of large
arrays of fragments with a duration of 20 ms, used
to identify the speaker, provided that the above
mentioned binary approach to decision-making is
applied (“he” is “not he”), it is possible to build a
less subjective approach.

In the developed system, a slightly different
approach is applied to the calculation of the
probabilities of identification errors for
phonograms of short duration. It is due to the
technological features of the adopted model.

An array of fragments of speaker identification
by two phonograms is considered. For
phonograms with a duration from 1 sec. to several
minutes these are arrays of spectra ranging in
number from several hundred to tens of
thousands.

It should be mentioned, that in the model under
consideration, identification is carried out by
separate fragments, consisting of combinations of
vowel sound spectra extracted from two
phonograms. The output of such a model is the
probabilities of correct identification (“he” — “not
he”) for each pair of compared fragments,
determined by the measure of the proximity of
their spectra. These probabilities are the
collections of discrete random variables.

Then the statistical average of the probability
of correct identification can be calculated as the
average over the entire array using the well-
known formula

1< (4)

where

x; — the assessment of the value of the
probability of correct identification for each i-th
fragment,

N — the number of averaged fragments [10].

Due to this approach, the probability of an
error in decision-making is determined by the
statistical averaged mx and the statistical standard
deviation (RMS) from the averaged one, defined
as
(x, —m, )2 (5)

N-1 ~

Since averaging uses a huge number of
fragments, which are used to determine the
statistical averaged and statistical standard
deviation when comparing two phonograms, they
are subject to the normal distribution law, and we
can use the corresponding probability density
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distribution graph to determine the probability of
errors when making a decision.

The decision error for the totality of the array
of fragments with this approach is the sum over
the probability density distribution in the range
from

0 < P <0.5 (Fig. 9). The illustration in Fig. 9
is given for the variant of the statistical average
number of the probability of correct identification
mx > 0.5. For mx < 0.5, the decision error is the
sum over the probability density distribution in
the range from 0.5 < P <1.

In Fig. 9 the average probability of
identification is P = 0.6, the number of fragments
is 894, the standard deviation of the probability of
identification by fragments is S = 0.21.

The accepted approach to the assessment the
probabilities of identification errors contains only
calculated  (experimental)  parameters  of
fragments of the identification array for two
phonograms. In particular, this m; is the average
value of the identification probability for the
entire array of identification fragments, N is the
number of fragments over which the averaging
was carried out, S is the standard deviation of the
statistical mean of the probabilities of correct
identification. These parameters completely
determine the identification errors. In this case,
the dependence of the identification efficiency on
the duration of the phonograms is automatically
taken into account, which is determined by the
value of the parameter N.
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Figure 9: The density of the probability
distribution of correct speaker’s identification for
an array of fragments

Depending on the language of the speaker's
speech recorded on the phono-gram, the
parameters m, and S will change. So, for tonal
languages (for example, Chinese), due to the

greater variability of the characteristics of vowel
sounds, S will increase, which, in turn, will
increase the errors identification (this statement is
true for the characteristics of any tonal speech).

Significant computational complexity is the
disadvantage from the point of view of the
implementation of this probabilistic approach in
an automatic identification system is. This
approach requires, for example, twice more
computational time than the described above
heuristic approach based on the comparisons of
the averaged spectra of vowel sounds. The second
important factor is the “non-standard approach”
when making expert decisions on speaker
identification.

2.1. Results and discussion

In the process of the development of any
speaker’s identification system, the issue arises of
the applicability of the system and the
corresponding methodology to various language
groups. The account of the dependence of the
identification efficiency on the duration of
phonograms, as well as the dependence of the
identification efficiency on specific algorithms.

From the point of view of eliminating
dependence on various algorithms, the approach
based on models of deep learning neural networks
is the most general one. But it works under the
condition that all information is supplied to the
input of the neural network. At the same time, an
issue arises that determines the completeness of
the model's coverage of various factors. In
particular, whether a particular DataSet can cover
most of the listed above factors.

Our studies indicate a high probability of
covering most of the factors in the developed
approach. In particular, with the number of
speakers over 15 (male, female voices) and
several language groups, the results practically do
not change with an increase in the number of
speakers in the DataSet.

Another important factor is the methodology
for work with a set of 20 ms phonogram
fragments, which ensures that there are practically
no parameters in the system that are selected by
an expert and therefore have a subjective
character. This makes it possible to uniformly
solve identification (and verification) problems
regardless of the duration of phonograms and
language groups.
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We believe that the developed identification
methodology has high versatility in the above
mentioned sense.

3. Conclusions

An  automated system for forensic
identification and verification of the speaker
based on deep learning neural networks has been
developed. In the process of developing a system
based on the comparison of the spectral
characteristics of speech signals, methods have
been suggested and tested that provide the
possibility of identification (verification) of the
speaker by voice messages of short duration.
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Abstract

The paper provides an overview of the concept design of a Rolls-Royce unmanned ship.
Shipping is implementing unmanned navigation projects that combine the tasks which exist in
the civil and military fleet.

The work theoretically shows a description of the dynamic autonomy of a Rolls-Royce
unmanned vessel project. As a result of the review, unmanned vessels have the necessary data
processing units, sensors, control, and communication systems and can automatically perform

various assigned tasks without the need for crew support on board.
The work contains links to sources that clarify the presented material.
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1. Introduction

Comprehensive knowledge of the World
Ocean to use its resources is one of the global
problems of an innovative society [1].

In an innovative society, an industry such as
navigation at its inception defined itself to be
innovative. This definition is fully justified. This
confirmation is the MariNet group, which was
created within the framework of the National
Technology Initiative. The group was able to
bring together large companies and small start-
ups in the field of marine high technology,
scientific centers, authorities, and universities.

The main course has been taken, the MariNet
"road map" has been approved - collection,
integration, transmission, and analysis of
information about the situation at sea, on board
ships and ashore using electronic means to ensure
navigation "from berth to berth", shipbuilding
innovations and development technologies of the
world ocean. The world of shipping is currently
discussing, developing, and using such areas as e-
navigation, energy efficient ships, unmanned
navigation.
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2. The concept of increasing the
safety for navigation with the use
of heading innovations

One of the most important tasks for a modern
fleet is the need for its urgent renewal, because the
average age of ships participating in the
transportation of goods is about 32 years [2].
Despite the skepticism of many shipowners and
shipbuilders on the use of innovations, the largest
market players came out to discuss them on the
world platform, which set a theoretical and
practical basis, such as the efficiency of the
development for water transport on the world
market in the field of ship safety systems [3].
Rolls-Royce (UK), ABB (Finland), DCNS
(France) and representatives of some Norwegian,
American, and Japanese organizations can be
singled out separately. Whose aim is to increase
navigation safety using innovation, which based
on the original principles of the phase-frequency
measurement and transformation theory of the
radio-signals [4]. Destinations of the latest
technologies are presented in the figures: e-
navigation is a technological leap in management
of water transport, which allows a fully functional



use of IT-tools and telecommunications in fleet
management. The process of moving from pier to
pier in ports of departure and destination, and
related services that ensure safe navigation and
environmental  protection  presented  on

Figure 1 [5]; latest energy saving ships launched
is not easy innovative and comfortable, but less
harmful for the environment and economically
more efficiently, which serves to strengthen
economy and improving the quality of life,
because we cannot save on people's health, crews
of ships are shown in the figure 2 [6], 3 [7].

smartphone, a smart ship will revolutionize the
design and operation of ships": Mikael Makinen,
President of Rolls-Royce Marine.

The latest technologies have made it possible
to develop models of remote and autonomous
ships. But the search for an acceptable option for
areliable and economical combination is only just
taking its first steps. Interpretation of nautical
rules and regulations is not always well accepted
by the programmer, which creates problems in
model development. The development of decision
support systems is an iterative process that will
always undergo extensive testing and modeling.

A
[l

Figure 2: Energy efficient ships

Figure 3: teleoperation for

Supervisory
unmanned navigation

2.1. Review of the concept project
of an unmanned ship from Rolls-
Royce

“Autonomous shipping is the future of the
maritime industry. As revolutionary as a

Figure 4: Rolls-Royce unmanned platform ship

Figure 5: Unmanned commercial vessel option

The ships of the future will still need human
involvement from land, communications will
continue to be a significant component.
Communication should create redundancy and
minimize risk. For this, such characteristics are
used as: bidirectionality, accuracy, scalability,
“speed for measurement accuracy”, support by
several systems. Sufficient communication
channel capacity is guaranteed for monitoring
ship sensors and remote control. A permanent,
guaranteed connection that allows real-time
monitoring of equipment.

The concept project of autonomous shipping
has outlined a range of problems for the industry
that await solution:

1.What technologies are needed and how best
to combine them to enable the vessel to operate
autonomously and for miles offshore;
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2. How an autonomous ship can be made as
safe as existing ships, what new risks it will face
and how to mitigate the risks;

3. What will be the incentive for shipowners
and operators to invest in autonomous ships and
are autonomous ships legal and who is responsible
in the event of an accident?

D
of operators: a-

Figure 6:
monitoring; b - evade; c - replan; d - pan-pan

Participation

One of the players in this market is Rolls-
Royce (Great Britain), which proposed a concept
project for creating a family of unmanned vessels
for various purposes (figure 4-5).

Depending on the needs of the customer, such
ships could carry a variety of cargo or receive
special equipment or weapons for solving combat
missions. Dimensions, displacement, weight and
composition of the payload and other parameters
of a particular sample could be determined in
accordance with the requirements of the market
and the wishes of the customer. The automatics

will take over the driving functions as well as the
safety monitoring figure 6 [7]. It is assumed that
for safe navigation the unmanned ship will use the
Intelligent Awareness System developed by
Rolls-Royce. Which automatically collects data
from various surveillance devices and sensors,
analyzes, takes measures to avoid collisions or
other incidents. Such complexes can be used both
on automatic warships and on unmanned
commercial ships. Let us analyze some of the
technical steps of this offshore platform

2.2 Dynamic autonomy

A solution is being developed to integrate a
complete  autonomous  ship  navigation
architecture that can leverage the capabilities of
the Rolls-Royce dynamic positioning system,
which is designed for future autonomous ships,
and links it with an automatic navigation system,
including  situational awareness, collision
avoidance, route planning and ship condition
detection modules. Since the main challenge for
autonomous systems is recognition of the
surrounding reality, Rolls-Royce uses Sheridan
levels of autonomy to describe the extent to which
a car can autonomously operate when determining
autonomy levels. In Sheridan's classification,
there are 10 levels of autonomy in the "operator-
computer" system, corresponding to various
degrees of participation of a human operator in
decision-making when controlling a complex
unmanned system. An adapted version of
Sheridan's classification for unmanned system
control. In the Sheridan classification, there are 10
levels of autonomy, the characteristic of the level
of autonomy: 1.The control of an unmanned
vessel is completely carried out by the operator of
the ground control complex; 2.The onboard
control complex of an unmanned ship offers the
operator of the ground control complex a set of
action alternatives for deciding; 3. An onboard
control complex for an unmanned vessel narrows
the choice of the operator of the ground control
complex to several alternatives; 4. The onboard
control complex of an unmanned vessel offers the
operator the means of the ground control complex
the only solution; 5. The onboard control complex
for an unmanned vessel implements the only
solution, having received confirmation of
operations from the operator of the ground control
complex; 6. An onboard control complex for an
unmanned vessel provides the operator with the
means of a ground control complex for a limited
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time to decide before automatically performing
operations; 7. The on-board control complex of an
unmanned vessel operates automatically, while it
necessarily informs the operator of the ground
control complex about the performance of
operations; 8. The on-board control complex for
an unmanned vessel operates automatically and,
at the request of the operator of the ground control
complex, informs him about the performance of
operations; 9. The on-board control complex for
an unmanned ship acts automatically and informs
the operator of the ground control complex, if it
considers it necessary, after the operations are
completed; 10. The onboard control complex for
an unmanned vessel independently decides on
how to operate an unmanned vessel [8].

A solution to integrate a complete autonomous
ship navigation architecture that takes advantage
of the Rolls-Royce dynamic positioning system
developed for autonomous ships and links to an
automatic  navigation  system, including
situational awareness, collision avoidance, route
planning and ship condition detection modules
[7].

The highest level in the system is the module
for determining the state of the vessel, which is
called the "virtual captain". This module brings
together information from various subsystems and
other ships, automation systems and the operator
to determine the current state of the ship's
systems. The state of the ship determines the
permitted mode of operation at ship, such as
autonomous, remotely controlled, or fail-safe.
The status information from the virtual captain is
also used to keep the operator always informed of
the vessel’s status.

Dynamic Positioning Systems allow a ship to
automatically maintain its position or course
using propellers, rudders, and thrusters. When
combined with a global or local coordinate system
such as the Global Navigation Satellite System, as
well as wind sensors and inertial measuring
instruments, the ship can maintain its position in
adverse weather conditions. Advanced dynamic
positioning systems such as the Rolls Royce
Icon DP can also maneuver the ship at low speed.
This allows autonomous behavior to be integrated
into ship handling. Since the dynamic positioning
system already has information about the ship's
maneuvering capabilities, it can calculate where
the ship might move in the future.

These dynamic ship movement restrictions are
passed on to the collision avoidance module to
enable more efficient local path planning.

The route planning module is a software
module that is responsible for planning a route
from start to finish through predetermined
waypoints, avoiding static obstacles defined in
electronic navigation charts and following sea
routes when appropriate. This module is closely
related to the voyage planning that the ship's crew
is currently involved in. However, the route
planning module uses the planned voyage as
information when planning the ship's actual route.
A route consists of waypoints, course, and ship
speed. The route planning module does not plan
routes in real time, as the collision avoidance
module is responsible for maneuvers to avoid
obstacles.

The collision avoidance module is responsible
for safe, collision-free navigation. It uses
information from the route planning module to
follow the path leading to its destination but may
veer off course when it detects a collision risk.
The Situational Awareness Module provides a
local map and obstacle information that shows the
current obstacles near the ship. The dynamic
positioning module provides the collision
avoidance module with an area in which the ship
can maneuver, and thus creates boundaries for
new waypoints that can be assigned. The collision
avoidance module has two main functions: the
first is to assess the risk of collision, and the
second is to safely navigate the vessel both in
harbor and on the high seas. When a risk of
collision is detected, a suitable state is requested
from the ship state determination module, in
which the final determination of the state of the
ship is based on all data from different
subsystems.

The situational awareness module of the
autonomous navigation system is connected to
several sensor devices of different types. The
Situational Awareness Module combines sensor
data and extracts relevant information about the
ship's surroundings for use by the collision
avoidance system. The Situational Awareness
Module can also perform sensor data truncation
for more efficient data transmission on board.
Technology development issues related to
situational awareness system and ship sensors.

3. Conclusions

The transition to the era of autonomous
shipping is a more complex issue than a simple
technological invention. The implementation of
an autonomous ship requires the systemic
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integration of many technologies, which means
that collaboration is required between different
actors who can master different technological
areas such as:

1. The development of decision support
systems for autonomous ships is an iterative and
gradual process that undergoes extensive testing
and simulations;

2. The operation of remote and autonomous
ships is at least as safe as existing ships. Potential
to reduce human error;

3. Development and testing of specific
technological ~ solutions  for  autonomous
operations using simulators, as well as testing at
sea in various environmental conditions - the best
way to combine different sensor technologies in
different working and climatic conditions is a
subject of discussion;

4. Research to understand the changed and
new risks posed by innovation, based on the
experience of the maritime industry in systematic
and comprehensive risk assessment, to develop
new approaches.

The viability of this business requires
participants whose input makes it possible to
implement the concept project. These include
regulators, insurers, classification societies, ship
managers, shipowners, shipyards, etc. But a
viable shipping business also requires breaking
certain rules, for example, the maritime industry
needs to overcome its conservative nature if it
wants to benefit from new solutions, and society
should make digital decisions as improving the
quality of life, and not threatening it.
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Abstract

Various intelligent agents are already being used and studied in the world. Sometimes people
may not even realize that they are using smart agents in their life. In our work, we investigated
monitoring agents which task is to transform information. One of the areas of use of monitoring
agents is the financial exchange, which makes this work interesting for a wide range of people.
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1. Introduction

The use of an agent approach to build
monitoring information systems (MIS) is the basis
of the concept of intelligent monitoring [7]. MIS
agents perform their tasks by processing and
transforming the results of observations in order
to provide information on decision-making
processes in a given area [8]. The results of
observations are contained in databases in the
form of tables with measured values of the
characteristics of the monitored objects. The agent
model synthesizer builds a model of the
dependence of the state of the object on the signs
of external influences. The agent builds its model
in the form of a neural network, a polynomial
obtained by genetic algorithms, GMDH
algorithms [10] or various combinations of these
three components [9]. An adequate, accurate and
stable model is the solution of one of the typical
tasks - grouping, identification, forecasting and
others. The content of the task is formed in
accordance with the monitoring task of the agent.
This paper presents the results of research to
improve the method of synthesis of the agent
model by the GMDH method [10] in the process
of its adaptation to the conditions of financial
monitoring of stock indicators.
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s.holub@chdtu.edu.ua (A. 2);
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2. Usage of Agents Models

In modern world, intelligent agents are widely
used in various industries, social and political
spheres. Agent models are a powerful tool for
studying the object of monitoring, which allows
to describe complex phenomena through simple
objects [6]. According to Kosenko OP [2], in the
modern world the monitoring of indicators is
ordered and used primarily by users whose
activities are related to making specific decisions.
With amendments to a specific business, the
multi-agent system is able to issue its forecasts at
a fairly high level in various areas of economic
and industrial activity. This gives us a reason to
use in our work agent forecasting model of the
agent to provide a potential player in the exchange
with reliable data.

Different scientists give different definitions of
an agent, but in general, an agent is a stand-alone
complex program with a detailed description of its
behavior, which is able to obtain information from
the environment and based on their experience to
respond correctly. Very often intellectual agents
are closely intertwined in the field of use with
artificial intelligence, but there is no complete
identity between them [1, 4, 5].

Sometimes, smart agents are considered in
combination with other agents. This structure is
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called a multiagent system. It allows you to solve
a problem even more effectively. Agents need to
consider interacting with other agents for
cooperation or competition. That is, if a goal is
unattainable for one agent, then several agents can
cope with it, or if each of the agents is developed
to solve a specific problem, then the solution is the
one that should have the best result [1, 4].

The most famous examples of intelligent
agents in the world are Alexa (from Amazon), and
Siri (from Apple). They process the user's request,
collect data from the Internet and provide a
response. They are often used to obtain
information about the weather or weather
forecast.

Professor Russell identified the following
main characteristics of the agent: survivability
(code works constantly and decides when to take
action), autonomy (the agent makes decisions
without human intervention), social behavior
(they can be involved through other components)
and reactivity (perceive and respond on the
context in which they are) [5].

There are two reasons that led to the
development of intelligent agents. The first is the
use of computer science. There are more and more
different technical devices in the world, such as
computers, servers, mobile phones, tablets, which
in turn can be connected to the network, and those
to the Internet. Previously, the number of
connection points was less than the number of
users, but today each of us can have several
different devices. Computing resources are
improving day by day, but the amount of data is
growing even faster. All this contributes to the
complexity of systems and their algorithms. To
facilitate data handling, systems are divided into
smaller subsystems. It is to solve such problems
that there are intelligent agents who study them at
a high level of abstraction. The second reason is
the development of society. Clever agents play a
significant role in analyzing patterns of human
interaction in different situations. People can
independently predict the behavior of other
people, conduct negotiations and discussions,
resolve conflicts, form organizational structures.
All this can also be analyzed and used by a smart
system. This is done by an intelligent agent who
can make decisions or execute assignments based
on experience, nested data and environment. They
can also be used to collect real-time information
[4].

The purpose of creating an agent model and
the process of building it depends on the order of
the decision maker. This order can be executed by

agents of several types. Today, intelligent agents
are divided into the following types [2]:

e Reflex agents. The agent responds

based on pre-established rules by ignoring the

history of previous responses;

e  Model-based agents. They respond in the

same way as reflexes, but have a fuller view of

the environment.

e  Goal-based agents extend model-based

agents, including information about goals and

desired situations.

e  Utility-based agents are similar to target

agents, but evaluate each possible scenario and

select the one that will work best.

e Learning agents are agents who have

mechanisms for continuous development and

improvement through the processing of
results.

Vicent J. presents three works related to agent-
oriented programming [6]. The first work shows
how accountability plays a central role in the
development of MAS. Accountability is a well-
known key resource within human organizations,
and the idea of this proposal is to offer the design
of agent systems where accountability is a
property that is guaranteed by design. The authors
proposed an interaction protocol called ADOPT,
which allows the implementation of accountable
organizations MAS. The proposed protocol was
implemented using JaCaMo, which allows to
demonstrate how to develop agents.

The second paper proposes a new
methodology for developing MAS work in
semantic web environments. The proposed
methodology is based on a specific area. A
modeling language called the Agent Semantic
Web Language. The training was demonstrated
through a case study conducted using the well-
known JACK platform. The proposed example
consists of a set of agents who exchange services
or goods of the owners according to their
preferences, without using any currency.

Finally, the third work presented the structure
of agent development for mobile devices. The
proposed structure allows wusers to create
intelligent agents with typical agent-oriented
attributes of social abilities, reactivity, proactivity
and autonomy. In fact, the main contribution is the
related support of the data framework. Supporting
related data corresponds to the ability to convey
the beliefs of the agent related data environment
and use these beliefs during the planning process
[6].

Previously, the effectiveness of the procedures
for reducing the compatibility of signals due to the
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use of models of several reference forms on each
row of selection of a polynomial model was
proved [3]. As a result, the simulation error is
reduced by 11.5% compared to the better model
obtained by the traditional multi-row GMDH
algorithm [3]. There is an increase in the diversity
of the agent synthesizer due to the increasing
adaptability of the synthesis process of agent
models to changes in the properties of the input
data arrays.

3. Statement of the Research Task

In the process of wusing the described
technologies to build a forecast model of the
monitoring agent, it turned out that there are cases
when the variety of proposed methods of model
synthesis is not enough to adequately describe the
processes of price changes on the stock exchange.
Therefore, there is a need for additional research
on the processes of synthesis of agent models with
several reference forms for their adaptation to the
conditions of a given subject area.

At the beginning of the synthesis of the model,
the results of observations of the price of gold
bonds at the close of trading on the stock
exchange are known, where z, — the price of a gold
bond at the time of the last observation, t — the
value of the time of the last observation during the
historical period;

which are recorded over a discrete period of
time in one day:

Ar=t-t1=t1-ta2=1. (2)
During historical period 7
T=A{t, t1,to..., tm}. (2)

A predefined list of features of influencing
factors that are used as independent variables.

X={x1,X2, ..., Xn}, (3)

where n — the number of signs of influencing
factors.
It is necessary to build a forecast model

Zin=fX, T, 4 (4)

4. Research and Results

We propose to improve the method of model
synthesis using several reference forms in agent
synthesizers. The main task of the agent is to
transform information from a matrix of numerical
characteristics into the form of a model.

Depending on the simulation results, the system
issues a status change message. At the input, the
system adopts a multi-row GMDH algorithm and
a method of model synthesis, according to which,
with each row of selections, models with several
reference forms are generated and then the best
ones are selected. In the course of the research we
determined that, in contrast to the existing
method, where models of 6 reference forms were
generated on each row of selection [3], for the best
result of forecasting the value of gold bonds we
should use models of two reference forms given
in Table 1.

Table 1
Reference model forms

Reference Ao+ A ™ Xo+ Az * X1+ Az * Xo
form 1 * Xg 4 Ag * Xo? + As * X¢2 + Ag *
Xo? * X1 + Az * Xo * Xi + Ag *
XOZ*X12
Reference Ao+ A ¥ Xo+ Az * X1+ A3 * Xo
form 2 * X1+ Ag * Xo? + As * Xi?

Data for the array of observation results were
taken from financial exchange reports on the
Yahoo website [11] from 2016 to 2021. An array
of 1260 observation points was fed to the input of
the agent synthesizer. A fragment of this array is
presented in table 2.

As a simulated feature (dependent variable)
used prices at the time of closing the exchange.
The following were used as influential features
(independent variables):

e the stock index, the basket of which

includes the US joint stock companies with the

largest capitalization,

e price of Australian dollar,

e exchange-traded investment fund

specializing in treasury forms under fixed-term

contracts of 7-10 years,

e exchange-traded investment fund

specializing in treasury forms under fixed-term

contracts of 1-3 years,

e the price of the Canadian dollar,

e international treasury bonds, a stock

exchange investment fund that monitors the

market consolidated index of fixed income
securities,

e  US dollar index
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Table 2

Exchange data (gold). A fragment of an array of input data
Date Open High Low Close Adj Close Volume
Mar 18,2021  161.15 162.82 161.11 162.56 162.56 8,711,100
Mar 17,2021  162.27 164.15 161.48 161.48 163.51 12,626,700
Mar 16,2021  162.36 163.20 161.81 162.35 162.35 7,547,400
Mar 15,2021  162.31 162.55 161.43 162.20 162.20 8,104,500
Mar 12, 2021 159.54 161.69 159.35 161.49 161.49 8,608,500
Mar 11,2021  161.47 161.98 161.12 161.52 161.52 6,749,200
Mar 10,2021  161.06 161.78 160.66 161.66 161.66 7,962,000
Mar 09,2021  160.75 161.25 160.42 160.84 160.84 10,382,600
Mar 08, 2021 158.58 158.74 157.13 157.49 157.49 12,134,900
Mar 05,2021  159.66 159.82 158.55 159.14 159.14 12,821,600

The last 10 points formed a test sequence.
These points did not participate in the creation of
the model and were used to calculate the
forecasting error.

In fig. 1 presents the test results of agent

models.
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Figure 1: Error in predicting the value of gold at
test observation points

The average signal error at the output of the
agent model, built on the advanced method,
became 0.9%. The error of the model built by the
known method was 2.69%. Thus, the use in the
synthesis process on each row of selection of
models with reference forms, given in table. 1,
allowed to reduce the average forecasting error by
10 points by 61.77%.

In addition, we noticed that with a relatively
small amount of data, multi-row GMDH can not
accurately produce results, in contrast to the
algorithm with models of two forms, which even
with such a large amount of data could work at
standard deviation 2.146009 (see Fig.2).

If you increase the amount of data to 500, the
multi-row algorithm starts to work much better
(standard deviation - 6.642833), but the proposed
algorithm in this case works also good (standard
deviation - 5.757732) (see Fig. 3).

150
100
0
\? \? x’\ S

H Original ® New Standard

Figure 2: Comparison of GMDH methods with
low amount of data

130
125
120
=R TR
110
&S S S S S

B Original H New Standard

Figure 3: Comparison of GMDH methods with
500 rows of data

5. Conclusions

Generation on each row of selection of models
with several reference forms, allows to increase a
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variety of agent synthesizers. To adapt the
processes of model synthesis according to the
multi-row GMDH algorithm to the properties of
the input data array, it is necessary to optimize the
list of reference forms of models. For each input
array, the list of reference forms of the models
used in each row of selection must be determined
separately.

Improving the process of building models with
an agent synthesizer can increase the efficiency of
the task of the agent as a whole. In addition, it was
found that with a small amount of input data, an
improved method of synthesis of models with two
reference forms is able to build useful models with
fewer observation points.

Future research will focus on the study of
monitoring agents based on methods based on the
combinatorial GMDH algorithm.
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Abstract

The publication shows the possibility of using the mathematical apparatus of the multicriteria
method of analysis of hierarchies in conjunction with the theory of fuzzy sets, at the stage of
assessing the significance of selected parameters that affect the distribution of forces and means
in accordance with the conditions of the task, during the task. Binary operations of symmetric
difference and drastic sum are used to determine the set of alternatives for the joint use of fighter
aircraft and anti-aircraft missile forces, taking into account the projected loss estimate. The
conducted mathematical apparatus makes it possible to form a set of rules on the basis of which
it is possible to make a decision on the distribution of efforts to destroy the air enemy. Using
the method of analysis of hierarchies at one of the stages uses fuzzy logic to form a measure of
evaluation of the parameters being evaluated, but the end result has an exact value that requires
recalculation when changing at least one of the parameters. Instead, using set theory, namely
the operation of symmetric difference and drastic sum, it is possible to determine the set of
values that forms alternative decision-making depending on the result obtained. That is, the
target that will be in a certain range will be immediately distributed relative to the fighter aircraft
and anti-aircraft missile forces, without recalculating the parameters and their coefficients

relative to each other.

Keywords

Method of analysis of hierarchies, fuzzy sets, evaluation criterion, symmetric difference, drastic

sum.

1. Introduction

The experience of wars and armed conflicts of
the twentieth and twenty-first centuries shows a
significant increase in the use of air strikes [4].
The capabilities of air strikes are evolving along
with scientific and technological progress, which
allows them to solve not only tactical but also
strategic tasks. Instead, the use of air defense is
not only a defense system against air strikes but
also a deterrent, the impact of which is assessed in
the first place. The increase in the number of tasks
before the means of air attack correlates with the
number of tasks performed by air defense, namely
[1,2]:

destruction of enemy air attack means;

EMAIL: bpgpma@ukr.net (A. 1); kalinovskyidmytro@gmail.com
(A. 2); garmash.n@ukr.net (A. 3)

ORCID: 0000-0003-3216-1864 (A. 1); 0000-0003-3184-6458 (A.
2); 0000-0002-8840-2797 (A. 3)

gaining and maintaining an advantage in the
air;

destruction of unmanned aerial vehicles,
which are used in the conditions of hybrid
warfare, and represent an element of uncertainty
for a set of means of automation or automated
control system and require a clear definition
(shock or reconnaissance);

cover of important state and military facilities,
their transformation into the national defense
system of Ukraine;

increasing the level of combat capability of the
Armed Forces of Ukraine and other components
of the defense forces with the achievement and
maintenance of certain capabilities for fire defeat
of the enemy.

The effectiveness of joint combat use of troops
(forces) in repelling air strikes is achieved by
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realizing their combat capabilities under the
condition of coordinated interaction and
centralized management, a single automated
control system using the decision support system
(DSS). It is also necessary to take into account the
scale, nature of the actions of the means of air
attack, combat composition, combat capabilities,
weather and geographical conditions.

The decision on the distribution of efforts in
the destruction of air between the anti-aircraft
missile forces and fighter aircraft is made by the
decision-maker on the basis of proposed
alternative solutions to DSS. However, the
decision-maker will use the received
recommendations only if he trusts this system,
and his trust can be built on the degree of validity
of the recommendations.

Therefore, at present, the question of choosing
a mathematical decision-making apparatus
remains relevant, with the possibility of
explaining the recommendations in DSS, which
provides proposals for the distribution of efforts
in the destruction of air strikes between anti-
aircraft missiles and fighter aircraft.

2. The main part

The distribution of efforts is carried out in
order to achieve the maximum effect in the
destruction of air attack means by joint efforts, as
well as to ensure the safety of their aircraft. Given
the fact that anti-aircraft missile forces can be
used for ground (surface) purposes, it follows that
the scope is common.

Depending on the combat capabilities and the
nature of the tasks to be solved, fighter aircraft and
anti-aircraft missile forces share efforts:

e in space (in directions, boundaries,
areas, strips, sectors, zones, altitudes);

e Dby time;

e method of performing the task [3].

The distribution of goals according to the
forces that must be allocated for their destruction
is carried out by the decision-maker from a
particular point of control. To make such
decisions requires not only a preliminary
assessment of the conditions of use of troops
(forces) but also an assessment of the relative
losses that can be achieved on the one hand and
on the other, resource indicators and time
parameters from analysis of the situation to
completion of the combat mission.

Determine the sequence of calculations using
the method of analysis of hierarchies (MAH) [5,
6, 7], which includes the steps:

1. Selection of troops (forces) of fighter
aircraft and anti-aircraft missile forces in
accordance with the existing ones;

2. Determination of sets of parameters that
characterize certain troops (forces) (tactical and
technical capabilities; time of readiness to
perform the task; means of destruction used;
training of personnel; preparation for re-use;
others);

3. The choice of quality indicators that are
compared (quality indicators in turn can be both
local and global, which directly affects the priority
of the parameter);

4. Calculation of the generalized criterion
(global assessment for each fighter or anti-aircraft
missile system, fighter aircraft and anti-aircraft
missile forces in general relative to others).

Since MAH is based on estimates of the degree
of influence of lower hierarchy factors on the
criteria and indicators of higher levels of the
hierarchy, we assume that the more factors and
indicators will be taken into account, the more
accurate the final result will be. On the other hand,
the assessment of the significance of some
parameters may be insignificant in comparison
with other estimates of parameters, which implies
the effect of insignificance of the selected
parameters, which will give a negligible
advantage to the parameters that should not be
considered at all.

To select the optimal grouping of troops
(forces) that will be tasked, we use the algorithm
of expert assessment of the impact of the
characteristics of complex technical systems on
quality indicators, proposed by T. Saaty using a
nine-point scale for comparing alternatives
Tab. 1. However, this measure of comparison is
not a dogma and, if necessary, it is possible to use
your own.

If several experts take part in the assessment,
the assessment is agreed by consensus, or each
expert builds his own table, and the estimates are
presented as geometric averages.

It is important to emphasize the importance of
choosing the right priorities, because in the case
of a gross mistake, the priority may not be
important, but important will be ignored, which
will lead to the accumulation of error or even error
and making the wrong decision. Therefore, for a
more accurate assessment, you need to specify a
more accurate set of input data, assess their
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reliability, as well as take into account possible
errors.

Table 1
Comparison of alternatives
Relative o .
. Definition Explanation
importance
. - Equal contribution of two indicators to the
1 Equal importance of indicators
assessment
3 A slight advantage of one over | Experience and research give a slight advantage of
the other one indicator over another
Experience and research give a great advantage of
5 Great advantage P . & 8 8
one indicator over another
L The advantage is so strong that it becomes
7 A significant advantage & L &
significant
9 Full advantage The obvious advantage is most fully confirmed
2,4,6,8 Intermediate values Used as an alternative

After calculations, we obtain a matrix of
priorities in accordance with certain conditions
(known). This will allow you to make a decision
on the distribution of effort on the basis of the
average value, or using special data analysis
software [8] to determine at what level of the
hierarchy the defined indicators have the greatest
impact.

For example, using a color gradation of the
appropriate range. However, changing the
conditions of the task, taking into account the
risks or making a decision in conditions of
complete uncertainty requires a recalculation of
the priorities of the parameters on the basis of new
input data.

Although the set of comparative alternatives is

used at the stage of expert evaluation in MAH, it
affects only the initial level of evaluation of
coefficients, which does not allow to determine
the set of alternatives of the final result.
Using instead of the specified exact value, a fuzzy
unlimited multivalued estimate, we can increase
the set of values, all values of which satisfy the
task and are within acceptable limits. However,
when considering the distribution of efforts in one
area, the security of their troops (forces) remains
essential, so the set of targets set for fighter
aircraft should not intersect with multiple targets
that will apply to anti-aircraft missile forces,
unless they operate jointly in one area but
separated by sometimes.

Therefore, it would be rational to apply a
symmetrical difference (drastic product AAB)
[9, 10, 11] of two sets where A is the set of targets
that will be attributed to the targets of fighter
aircraft and B is the set of targets that will be
attributed to the targets of anti-aircraft missile
forces.

Also (AAB) based on the definition
(AUB)\(ANB)can be described as Fig.1., that
1S, a set that includes all elements of both sets that

are not common to the two sets or
(A\B)U(B\A), a set that includes all elements

of the first set that are not included in the second
set, as well as elements of the second set that are
not included in the first set.

A B

Figure 1: Image of the symmetric difference of
sets A and B using Euler circles
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Using a system of algebraic equations can be
represented as follows:

my(x),if m,(x)=1 for Vxe X
M, (X)=<m, (x),if my(x)=1for vxe X, (1)
0in other cases
where X is the set of real numbers, m,(x)is the

set of targets of fighter aircraft, m(x)is the set of

targets of anti-aircraft missile forces.

From the point of view of the use of fighter
aircraft and anti-aircraft missile forces, it can be
described as used jointly in one area but divided
into ranges, in the purpose for which fighter
aircraft are used, anti-aircraft missile forces are
not considered and vice versa.

On the other hand, it is necessary to consider
the whole set of purposes for which fighter aircraft
and anti-aircraft missile forces can be used based
on their capabilities, given the limit of joint use to
determine this set, we use a drastic sum ( AVB)
which can be written as:

my(x),if m,(x)=0 for Vxe X
m o (X) = ym,(x), if my(x)=0 for vxe X, (2)
Lin other cases

In the case of the use of a symmetric sum, a set
of purposes became known which can be
considered for joint use, and in the case of the use
of a drastic sum using the previously described
max(J ;) » we define the boundaries of joint use,

which can be described as:
max(m,(x)), if min(m,(x))=0 for Vxe X

M g (x) = ymax(m (x)), if min(m,(x))=0 for Vxe X, (3)
Lin other cases

then the symmetric difference can be written
as:

min(m,(x)), if max(m,(x)) =1 for Vxe X
m (%) =3 min(m (x)), if max(m,(x)) =1 for Vxe X, (4)
0in other cases

Using a symmetrical difference and a drastic
sum to determine the boundaries of alternatives to
the decision to use fighter aircraft and anti-aircraft
missile forces, there are other cases in which joint
use will take place.

Let us denote the joint application by &, since
it is necessary to consider all possible cases, then
the system of equations of the drastic sum takes
the form:

mg(x),if m(x)=0 for Vxe X
M 5 (X) = m,(x), if my(x) =0 for Vxe X, (5)

5AVE

Symmetrical difference, respectively.

Given the safety of joint use, we define the set
C - the estimated estimate of the loss of fighter
aircraft and D - the estimated estimate of the loss
of anti-aircraft missile forces in joint use. Based
on the above use, we must take into account that
the projected loss estimate will be relative to the
set of common use, so similarly use the symmetric
difference and the drastic sum to determine
keyp(x)and k., (x) where k.(x)and k,(x) - the

set of projected losses.

To determine the set of decision-making
alternatives, taking into account the projected
estimate of losses when used together, consider
max(6 ) , MIn(8 ) and max(Syp) »
min(d,,, ), in the figure it will look like a limit,
and its division is described by determining the
maximum of the maximum allowable value and
the minimum of the minimum allowable. We get:

max(d ;) = max(max(m,(x)) U max(max(m,(x)) (6)
min(J,,,) = min(min(m, (x)) U min(min(m ,(x)) ~ (7)
Accordingly, for max(d.y,,), min(d.,,). Using
Euler's circles, the set of decisions takes the form

of Fig.2

X >

Figure 2: A variant of many decision-making
alternatives

To describe the knowledge for decision-
making based on the given set of values, we use
the production model [12, 13]. In our case we can
form the following rules:
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1. If max(J ;) Umax(S,y,) then use fighter
aircraft;
2. If min(d,,,)Umin(d,,,) then use anti-

aircraft missile forces;
3. If max(d,,,)Umin(d,,,) then joint use.

Otherwise, it is possible to form a set of
hierarchically dependent rules depending on the
level of the production model, or the level of
hierarchy of the method of analysis of hierarchies.

3. Conclusions

The use of air strikes is a challenge, the
response to which is the joint use of fighter
aircraft and anti-aircraft missile forces, both in
one air defense system and individually in certain
areas. Their joint application encourages the
development of methods and models that will
allow the use of available forces and means with
minimal costs and maximum planned effect.

Using the method of analysis of hierarchies at
one of the stages uses fuzzy logic to form a
measure of evaluation of the parameters being
evaluated, but the end result has an exact value
that requires recalculation when changing at least
one of the parameters. Instead, using set theory,
namely the operation of symmetric difference and
drastic sum, it is possible to determine the set of
values that forms alternative decision-making
depending on the result obtained. That is, the
target that will be in a certain range will be
immediately distributed in relation to fighter
aircraft or anti-aircraft missile forces, without
recalculating the parameters and their coefficients
relative to each other.
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Abstract

Intelligent agents are extremely common nowadays. They are used in almost every field of
activity. We decided to investigate monitoring agents, namely their use in forecasting the
performance of financial exchanges. The process of synthesis of models by the multiline
algorithm of group method of data handling was investigated. The method of model synthesis
with generation of reference models of several types on one row of selection is improved. The
list of reference types for solving the problem of forecasting stock market indicators is

optimized.
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Intelligent agent, stock exchange, agent synthesizer, model synthesis, neural network

1. Introduction

The main concept of intelligent monitoring is
the use of an agent approach to build monitoring
information systems (MIS) [2]. MIS agents work
by processing the results of monitoring in order to
provide information on decision-making
processes [3]. Agent model synthesizer builds a
model of the dependence of the state of the object
on the signs of external influences. The agent
builds its model in the form of a neural network, a
polynomial obtained by genetic algorithms, group
method of data handling (GMDH) algorithms [5]
or various combinations of these three
components [4]. An adequate, accurate and stable
model is the solution of one of the typical tasks -
grouping, identification, forecasting and others.
The content of the task is formed in accordance
with the monitoring task of the agent. This paper
presents the results of research to improve the
method of synthesis of the agent model by the
GMDH method [5] in the process of its adaptation
to the conditions of financial monitoring of stock
indicators.
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s.holub@chdtu.edu.ua (A. 2);

ORCID: 0000-0001-6418-2075 (A. 1); 0000-0002-5523-6120
(A.2);

2. Results of the Research

We propose to improve the method of model
synthesis using several reference forms in agent
synthesizers. The main task of the agent is to
transform information from a matrix of numerical
characteristics into the form of a model.
Depending on the simulation results, the system
issues a status change message. At the input, the
system adopts a multi-row GMDH algorithm and
a method of model synthesis, according to which,
with each row of selections, models with several
reference forms are generated and then the best
ones are selected. In the course of the study we
determined that, in contrast to the existing
method, where models of 6 reference forms were
generated on each row of selection [ 1], for the best
result of forecasting the value of gold bonds we
should use models of two reference forms given
in table 1.

As a simulated feature (dependent variable)
used prices at the time of closing the exchange.
The following were used as influential features
(independent variables):

° the stock index, the basket of which
includes the US joint stock companies
with the largest capitalization,

° price of Australian dollar,
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° exchange-traded  investment  fund
specializing in treasury forms under
fixed-term contracts of 7-10 years,

° exchange-traded  investment  fund
specializing in treasury forms under
fixed-term contracts of 1-3 years,

Table 1
Reference model forms

the price of the Canadian dollar,
international treasury bonds, a stock
exchange investment fund that monitors
the market consolidated index of fixed
income securities,

US dollar index.

Reference form 1

A7*X0*X12+A8*X02*X12

A0+A1*X0+A2*X‘|+A3*XO*X1+A4*X02+A5*X12+A6*X02*X1+

Reference form 2

Ao+ Ar* Xo+ Ay * Xa+ Az * Xo* Xq+ Ag * Xo? + As * X4?

The last 10 points formed a sequence of tests.
These items were not involved in the creation of
the model and were used to calculate the
forecasting error.

The average signal error at the output of the
agent model, built on the advanced method, was
0.9%. The error of the model constructed by the
known method was 2.69%. Thus, the use in the
synthesis process on each line of selection of
models with reference forms, is given in table. 1,
allowed to reduce the average forecasting error by
10 points by 61.77%.

In addition, we noticed that with a relatively
small amount of data, the multi-row Mobile
Satellite Users Association (MSUA) cannot give
accurate results, in contrast to the algorithm with
models of two forms, which even with such a
large amount of data can work with a standard
deviation of 2.146009.

3. Conclusions

Generation on each row of selection of models
with several reference forms, allows to increase a
variety of agent synthesizers. To adapt the
processes of model synthesis according to the
multi-row GMDH algorithm to the properties of
the input data array, it is necessary to optimize the
list of reference forms of models. For each input
array, the list of reference forms of the models
used in each row of selection must be determined
separately.

Improving the process of building models with
an agent synthesizer can increase the efficiency of
the task of the agent as a whole.
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Abstract

One of the key points that determine the actuality of the study is that increasing the level of
competitiveness of both individual business entities and sectors of the economy (task 8.2, SDG
8) is the basis for the sustainable economic development of Ukraine in the conditions of
digitalization. Issues related to the definition of the competitiveness of water transport deserve
special attention because water transport is a rather specific branch of the economy and provides
the largest volume of international freight in the world. The authors of the article analyze
modern approaches to the content of such categories as "competitiveness of water transport",
"competitive advantages of water transport" and propose the author's definitions of these
concepts taking into account the globalized processes of intellectualization of all types of
economic activity, including transport. The results of the study suggest that in most cases,
competitiveness can be defined as a complex indicator that covers a set of certain characteristics
of the object under analysis, such as market share, productivity, and innovation capacity
compared to an existing or imaginary benchmark. We propose to consider the competitiveness
of water transport by separate types of water transport, each of which can be considered at one
of four levels (international, sectoral, business entity level, and at the level of an individual
transport service). This allows us to carefully examine the patterns of functioning and
development in the face of rapid intellectualization processes of transport systems, identify gaps
or inconsistencies with current global development trends at each level, and form an action
algorithm for each of the four levels. Further research on competitiveness at the level of separate
transport services, at business entities level, at sectoral and international levels, in general, can
help to identify the competitive position of economic entities at the corresponding level and
track changes in economic efficiency over time, will assess the competitiveness of water
transport of Ukraine and develop recommendations for its integration into the European
transport network. Such information is likely to be useful to CEOs, local governments, and
public authorities in developing and implementing future policies to promote competitiveness
increasing in the framework of Sustainable Development Goals for Ukraine, including tasks 8.2
(SDG 8) and task 9.1 (SDG 9).

Keywords
Competition, competitive advantages, approach, evolution, theories of competition

1. Introduction theory of comparative advantages (D. Ricardo
[2]); theory of innovative development
(J. Schumpeter [3]); theory of competitive
advantages (M. Porter [4, 5, 6]); theory of
disruptive innovations (C. Christensen [7]),
theory of "blue ocean strategy” (W.Chan Kim
[8]) and the theory of competitive advantages

The results of the traditional competitiveness’
theories evolution analysis suggest that those that
have most influenced the development of
economic thought, from our point of view, are: the
theory of absolute advantages (A.Smith [1]);
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through collaboration
A. MacCormac [10]).
Numerous scientific works of domestic and
foreign authors are devoted to topical issues of
sustainable economic development
(B. Burkynskyi, N. Khumarova, M. Petrushenko,
H. Shevchenko [11]), business development
(O. Laiko, S. Kovalenko, O. Bilousov [12]),
transport economics (P. Kelle, J. Song, M. Jin,
H. Schneider, C. Claypool [13], S. Ilchenko,
N. Khumarova, N. Maslii, M. Demianchuk,
V. Skribans [14], S. Ilchenko [15],
V. Gryshchenko and 1. Gryshchenko [16],
digitization of transport services (L. Ligonenko,

(P. Gloor [9],

A. Xripko, A.Domanskyj [17], M. Ustenko,
A. Ruskyx [18], 0. Gudz, S. Fedyunin,
V. Shherbyna [19], M. Drashkovich,
A. Dorokhov [20], V.Koval, G. Duginets,

O. Plekhanova, A. Antonov, M. Petrova [21]) in
the system of environmental and economic
security (O. Dreval [22]). So, for example,
I. Pereverzeva [23] notes that "to increase the
competitiveness of transport enterprises..., in
particular water transport, it is necessary to ensure
the realization of the production potential of each
enterprise and create a full-fledged transport
infrastructure...". At the same time N. Fediai [24]
notes that "in the road, maritime and aviation
sectors, the Ukrainian transport system has a
certain level of integration, while for inland water
transport the integration process has not yet
begun". It should be noted that N. Valiavska [25]
emphasizes that "to increase competitiveness and
unleash the potential of river transport, it is
necessary to attract investment in its
modernization and innovative development
regularly"”. It is necessary to pay attention to the
fact that «to most effectively disclose and use all
the competitive advantages of inland water
transport, and, accordingly, increase the volume
of freight and passenger traffic by inland
waterways, it is necessary, first of all, to have a
clear action plan, to define specific strategic goals
at the state level in the short and medium-term»
[26]. Thus, "with this in mind, further research is
needed to assess the impact of these factors on the
functioning of the maritime complex of Ukraine,
which positions itself as a maritime state,
especially in the context of a comparative analysis
of the competitiveness of Ukrainian water
transport companies compared to major
competitors in the world market." [27].

Most researchers theoretically describe
competitiveness as a multidimensional relative
concept and often associate it with market

mechanisms. Domestic and foreign scientists
often consider this concept at the level of separate
goods and services, at business entities level, at
sectoral and international levels very close to such
concepts as  ability, system, relative
characteristics, opportunity, competitive
advantage, result, and goal.

At the same time, further research is needed to
analyze modern approaches to the content of the
categories "competitiveness of water transport"
and "competitive advantages of water transport".

Given the above, the article aims to offer our
definitions of the concepts of “competitiveness of
water transport”, “competitive advantages of
water transport”, and the approach to their
grouping in terms of the dissemination of the
processes of intellectualization of transport
operations and informatization of the transport
community.

2. Results

Of particular note are the issues related to the
definition of the competitiveness of water
transport, as water transport is a rather specific
sector of the economy and provides the largest
volume of international freight in the world.

The analysis of domestic and foreign literature
sources suggests that there is no definition of such
concepts as "competitiveness of water transport"
and "competitive advantages of water transport"
in the scientific literature.

In our opinion, the competitiveness of water
transport can be considered at such four levels as
the international level, the sectoral level, the level
of the business entities, and the level of individual
products or services. (Figure 1).

Competitiveness of water transport at the
international level can be defined as the ability of
the national transport industry to provide an
adequate level of satisfaction of national needs for
transportation of goods and passengers by sea and
inland waterways compared to competitors, to
maintain and improve its position in the
international globalized transport market, and to
provide the high economic efficiency in
compliance with environmental standards, current
legislation, and international agreements.

The competitiveness of water transport at the
sectoral level is the ability of water transport to
provide services, price, and mnon-price
characteristics that are more favorable for the
customer than other types of transport.
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MT — maritime transport; IWT — inland water transport; AT — air transport; RWT — railway
transport; RT — road transport; PLT — pipeline transport; TSC — competitiveness of individual
transport service; BEC — competitiveness of business entity; SCWT — sectoral
competitiveness of water transport; ICWT — international competitiveness of water transport.

Figure 1: Levels of the definition of the concept of "competitiveness of water transport"

The competitiveness of water transport at the
level of the business entity can be understood as
its ability to provide a better offer than
competitors in the market of transport services, in
the segment of freight and passenger transport by
sea and inland waterways, subject to
environmental standards and current legislation.

Competitiveness of water transport at the level
of individual products or services is the ability of
the transport service to meet a certain need of the
customer (consumers) in the transport services
market better than similar services of other
business entities in the segment of transportation
of goods and passengers by sea and inland
waterways.

Competitiveness of water transport can be
characterized by a set of technical (dimensional
and weight parameters, compliance with the
purpose, and environmental  standards);
organizational (frequency of shipments, speed of
delivery, timeliness of services, average delay of
services, delay or acceleration of delivery of
goods at the request of the customer, the ability to
provide the customer, if necessary, additional
services, the ability to redirect delivery, the ability
to complete delivery in case unforeseen changes
in the conditions of transportation of goods and/or
passengers, storage of goods and safety of
transportation); cost (level of tariffs and total cost
of transportation, availability of a discount
system, profitability) and other parameters that
meet a certain need. Closely related to this
category is the definition of "competitive
advantages" (Figure 2).

Levels of competitiveness

Types of INTERNATIONAL

competitiveness

SECTORAL

ICWT
SCWT, BUSINESS ENTITY

BEC SERVICE
TSC

MARITIME
TRANSPORT
SPECIAL

Types of water transport

INLAND
WATER
TRANSPORT

GENERAL

Competitive advantages of water transport

SPECIAL

Figure 2: Grouping of competitive advantages of
water transport

Competitive advantages of water transport are
the unique combination of using the existing
production capabilities of economic entities with
their current reputation in the market, which
contributes to the provision of competitive
transport services to customers, allowing
businesses to ensure their presence in the transport
services market in the long-run perspective.

Among the general competitive advantages of
water transport, which are inherent in both
maritime and inland water transport, we can
mention such as a rather high carrying capacity;
relatively low cost of transporting a large number
of goods and passengers over long distances; low
tariffs for transportation of a large number of
cargoes and passengers; higher environmental
friendliness (compared to other types of
transport); the lower level of accidents (compared
to other types of transport); much lower share of
investment needs (compared to other types of
transport); the lower costs of ways maintenance
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(compared to other types of transport). Among the
specific competitive advantages of internal water
transport, it is necessary to underline, for example,
such a competitive advantage, as the simplicity of
connection with maritime transport. At the same
time, the specific competitive advantages of
maritime transport include the possibility of
transcontinental transportation of goods and
passengers; waterways capacity is almost
unlimited; dimensional restrictions of cargo are
practically absent; high mobility; practically
unlimited scope.

Competitive advantages are the main factors in
ensuring the competitiveness of business entities.
In the fierce competition for consumer loyalty,
these factors change depending on the processes
taking place in sectors of the economy, separate
segments of the transport services market, etc.

It should be noted that drivers of
competitiveness of business entities in the field of
water transport may have the appropriate
classification features, which are usually based
on: a high level of training and qualification of
personnel; talented management and professional
marketing; proper innovation, technical and
organizational levels of transport services;
sufficient economic and financial support for the
functioning of economic entities in the field of
water transport, compliance with international
agreements in its activities and, in case of legal
conflicts, ensuring the compatibility of digital
interaction of transport operations, and access to
information resources of the transport process
participants, etc.

That is, for the sake of their development,
transport companies must move forward by
intellectualizing their work, which will give them
additional competitive advantages and increase
the overall level of competitiveness by providing
added value to services; establishing a high level
of communication with customers and target
audience; improving the image of your company
through fast communication with customers;
increasing customer loyalty to the company;
transparency of internal and external production
and communication processes; price reduction
through process automation and digitization of
business processes, etc. [17].

Agreeing with the results of M. Porter's
research, we can identify four main levels of
competitive advantages of the business entity in
the field of water transport. The first level of
competitive advantage is based on the availability
of raw materials, labor costs, the scale of services.
The second level is characterized by the

investment attractiveness of the business entity,
its image, business reputation, and the
establishment of effective relationships with
suppliers and consumers, etc. The third level is
determined by the training and qualifications of
the staff, scientific and technical potential, the
degree of informatization, the ability to ensure
cybersecurity, the availability of their own
licenses and patents. The fourth level is based on
the effectiveness of the management and
marketing system, their ability to respond quickly
to changes in the business environment and ensure
their own economic security, etc.

In our opinion, we should add to the presented
four levels the fifth critical level, which takes into
account the state and prospects of digitalization in
transport processes and communication between
its  participants, creating an information
environment and infrastructure that supports
information  processes, and information
technologies, which determine how to implement
these processes.

3. Conclusions

The results of the study suggest that in most
cases, competitiveness can be defined as a
complex indicator that covers a set of certain
characteristics of the object under analysis, such
as market share, productivity, and innovation
capacity compared to an existing or imaginary
benchmark.

We propose to consider the competitiveness of
water transport by separate types of water
transport, each of which can be considered at one
of four levels (international, sectoral, business
entity level, and at the level of separate transport
services). At each of these levels, the
competitiveness of water transport can be
compared to the competitiveness of other
facilities at the same level. For example, the
competitiveness of maritime transport at the
international level can be compared with the
competitiveness of both maritime transports of
other countries and with the competitiveness of
other types of transport of foreign countries. At
the sectoral level, the competitiveness of maritime
transport can be compared with the
competitiveness of other types of transport in
Ukraine, etc. It should be noted that the
competitiveness of transport services is a unique
central element of the competitiveness of water
transport at all other levels. That is, the
competitiveness of an entity in the field of water

136



transport is based on the competitiveness of
transport services that it can provide to its
customers and, in turn, is the basis for the
competitiveness of water transport at the industry
and international levels.

Further research on competitiveness at the
level of separate transport services, at business
entities level, at sectoral and international levels,
in general, can help to identify the competitive
position of economic entities at the corresponding
level and track changes in economic efficiency
over time, will assess the competitiveness of water
transport of  Ukraine and develop
recommendations for its integration into the
European transport network. Such information is
likely to be useful to CEOs, local governments,
and public authorities in developing and
implementing future policies to promote
competitiveness increasing in the framework of
Sustainable Development Goals for Ukraine,
including tasks 8.2 (SDG 8) and task 9.1 (SDG 9).
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