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Abstract  
The article presents an analysis that showed the lack of scientific and methodological apparatus, 
universal devices or automated software packages to ensure the prompt implementation of 
traffic analysis and information transfer to automated systems or relevant specialists. 
A new developed method is proposed to ensure the prompt implementation of traffic analysis 
and information about situations that are suspicious and require further detailed analysis by 
automated systems or relevant specialists. 
The developed method allows to carry out operative (real-time) informing of responsible 
specialists, or transfer of necessary data to the automated complex, about deviation of character 
of traffic from network elements (separate telephone numbers, number capacities, trunk groups, 
etc.) which is fixed in primary data. Deviations, the nature of traffic from the elements of 
network parameters are measured from the usual traffic of the telephone network relative to 
these elements. 
This method has a methodology that takes into account practical recommendations for constant 
coefficients, calculations. These coefficients are selected by calculation and empirical. This 
reduces the response of the system using the developed technique to the deviation of the 
communication parameters. 
Keywords  1 
traffic deviation, coefficient, model, telecommunication networks, primary data, 
communication.  
 
  

1. Introduction 

According to the latest research by the World 
Association for the Control of Telecommunication 
Network Violations (CFCA), in 2017 the losses 
from violations in the telecommunications industry 
amounted to 74.4-90 billion. This is approximately 
57% more than the figure obtained in CFCA 
studies three years ago [1]. Violations on 
telecommunications networks are actions of 
subscribers, telecommunications operators or third 
parties that are aimed at obtaining 
telecommunications services at a lower rate or 
without payment. CFCA experts count about 200 
types of violations on telecommunications 
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salaptiev@gmail.com (A. 3); savitan@ukr.net (A. 4) 
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2); 0000-0002-7291-1829 (A. 3); 0000-0002-3014-131X (A. 
4);0000-0002-5223-9078 (A. 5); 0000-0003-1647-6444 (A. 6) 
 

networks. The most common violations by 
subscribers are third-party connection to the 
subscriber line in order to receive free telematics 
services «900», the implementation of long-term 
international calls, the organization of 
unauthorized negotiation points [2, 3]. It is a 
violation on the part of third parties to use 
hardware and software to obtain international 
traffic from the Internet and complete it on a public 
telecommunications network under the guise of. 

local, which leads to interference in the work of 
communications, substitution of call information. 
On the part of operators, the most common is the 
unauthorized, without relevant agreements, 
termination of incoming long-distance and 
international traffic to the public network under the 
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guise of local. Abuses lead to loss of revenue, 
subscriber complaints and disruption of 
telecommunications networks. 

The fight against abuse on telecommunications 
networks is largely based on the analysis of data on 
services and data contained in payment systems 
with subscribers and operators [4, 5-7]. Detection 
of suspicious actions of subscribers and their 
analysis is the main principle of modern systems of 
protection against violations (Fraud Management 
System, FMS). The key criteria for FMS efficiency 
are speed of operation, flexibility of debugging 
algorithms that provide incident detection and 
analysis, and the availability of standardized 
interfaces for integration with billing platforms and 
the Customer Relationship Management System 
(CRM). 

 
1.1 Literature analysis and problem 

statement 

 
A significant number of publications are 

devoted to the task of ensuring the prompt 
implementation of the analysis of communication 
traffic. 

Thus, in [8] considers the analysis of 
communication traffic with different technical 
parameters, which unites only one thing - they can 
only show and (at best) store panoramas of signals 
in the communication network. They do not solve 
the problem of communication traffic analysis at 
all. 

The article [9,10] presents the results of the 
study of SS7 network security. The Signaling 
System 7 standard is used to exchange service 
information between network devices in 
telecommunications networks. At the time this 
standard was being developed, only fixed line 
operators had access to the SS7 network, so 
security was not a priority. Today, the signaling 
network is no longer as isolated, so an attacker, 
who in one way or another gained access to it, has 
the opportunity to exploit security vulnerabilities 
in order to listen to voice calls, read SMS, steal 
money from accounts, bypass billing systems or 
affect the operation of the mobile network. 
However, no real protection is offered. 

In [11-14] the development of mobile 
communication over the last decade is considered.  
It is noted that there has been huge progress in the 
field of wireless communications and especially in 
the field of 4G cellular networks. However, it will 
take several years to fully switch to 4G systems, 

and work has already begun on 5G technologies 
and their problems. Network security issues are not 
addressed. 

In [15,16] it is said that the effective work of 
employees is one of the main conditions for the 
company's success. Uncontrolled access of 
employees to the Internet can be a serious obstacle 
to this. Without proper control, an average of up to 
a third of working time can be spent visiting non-
work-related resources. That is why it is important 
to set up Internet traffic control and use a traffic 
counter. Protection and proper control over mobile 
telephone communication has not been properly 
considered and described [17]. 

Thus, the most critical for the operator are: 
violation of the routing of long-distance and 
international calls, detection of subscriber numbers 
on outgoing local traffic, activity of operators on 
incoming local traffic, similar to the operation of 
gateways to complete incoming long-distance and 
international traffic, detection of changes in  
activity of subscriber numbers, which may be 
evidence of third-party connection to the 
subscriber line or actions of the subscriber that 
potentially lead to complaints, non-payment for 
services and debt write-off. Automated analysis of 
data on services must be operational. 

From the analysis of modern literature it can be 
concluded that there are almost no universal 
devices or automated software to ensure the rapid 
implementation of traffic analysis and information 
transmission by automated systems or relevant 
specialists. Therefore, the topic of developing a 
method designed to ensure the rapid 
implementation of traffic analysis and information 
about situations that are suspicious and require 
further detailed analysis by automated systems or 
relevant specialists, the method of informing 
responsible professionals is relevant and very 
important. 

Thus, the development of a method designed to 
ensure the prompt implementation of traffic 
analysis and information about situations that are 
suspicious and require further detailed analysis by 
automated systems or relevant specialists, the 
method of informing responsible professionals is 
very relevant. 

 
2. The material and methods 

 
The operation of violation detection 

mechanisms is based on the processing of records 
of network-registered CDR events (Call Detail 
Record). The anti-fraud system looks for non-
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compliance with certain conditions or non-
compliance with a given pattern, the characteristics 
of the subscriber's behavior. When the detection 
module finds one of the anomalies, it generates a 
warning message. 

Typical conditional checks for FMS systems 
include: 

1. Non-existent numbering (calling party 
number «A») 

2. Verification of authorization, temporary 
blocking of number «A» 

3. Correspondence to the set template 
4. Checking the «black and white lists» 
5. Frequently repeated subscriber numbers «A» 

or «B» 
6. Check the connection duration 
7. Verification of suspicious calls from «A» 

subscribers for inclusion in the list of «B» 
subscribers who most often receive calls from 
abroad. 

8. Changes in the intensity of signal and 
information load. 

The search for a given template is based on 
traffic patterns that are created for each 
telecommunications operator. The difference 
between the existing signal and information traffic 
and the template indicates a possible violation. An 
additional use of templates is to compile a profile 
of the subscriber (telecommunications operator) of 
the attacker and search for compliance with such a 
profile among existing subscribers 
(telecommunications operators). Profiles can 
contain such characteristics as: 

• activity during the day; 
• activity in the evening; 
• activity at night; 
• volumes of outgoing traffic to mobile phones; 
• volumes of outgoing traffic to fixed local 

numbers (including frequently used numbers); 
• volumes of outgoing traffic to fixed numbers 

in other cities (including frequently used numbers); 
• volumes of outgoing traffic to fixed numbers 

in other countries (including frequently used 
numbers); 

• number range of the operator; 
• average number of connections over time; 
• average amount of traffic over time; 
• average connection duration; 
• number of unique numbers; 
• characteristic directions. 
The most critical for the Customer in terms of 

reducing revenue loss are: violation of the routing 
of long-distance and international calls, detection 
of subscriber numbers on outgoing local traffic, 
activity of operators on incoming local traffic, 

similar to the operation of gateways to complete 
incoming long-distance and international traffic  in 
the activity of subscriber numbers, which may be 
evidence of third-party connection to the 
subscriber line or actions of the subscriber that 
potentially lead to complaints, non-payment for 
services and debt write-off. Automated analysis of 
data on services must be operational. Thus, at this 
stage it is important to develop a method designed 
to analyze traffic and inform about situations that 
are suspicious and require further detailed analysis 
by automated systems or relevant specialists. 

The main tasks in developing the method will 
be: 

1. Debugging the elements of the 
telecommunications network. Automatic or with 
the participation of the operator 

2. Providing automatic analysis, data 
classification, search for deviations of behavior of 
elements of a telecommunication network from a 
usual profile. 

3. Creation of an detection algorithm based on 
the features of violations that create a dynamic 
over time impact on the network, causing 
anomalous phenomena. 

4. Development of a graphical display of 
changes in quantitative characteristics over a 
period of time. 

5. Estimation of conformity of parameters of 
anomalies (non-existent number, big duration of a 
call, etc.) to the values characteristic of this type. 

6. Assessment of anomalies on the degree of 
probability of violation to determine the priority of 
response. 

7. Development of information on the detection 
of deviations and events. 

8. Development of a user-friendly operator 
interface. 

Block detection scheme, which is based on the 
characteristics of violations, it is possible to 
present in Figure 1.  
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Figure.1: Block diagram of detection of estimates 
of profile anomalies for detection of violations 

 
To assess the quantitative characteristics of the 

object and the dynamics of changes over time, it is 
proposed to use the method of exponential 
averages with different smoothing coefficients: 

 
𝑄𝑡 = (1 − 𝑘)𝑄𝑡−𝛥𝑡 + 𝑘𝑞𝛥𝑡 , (1) 

 
where: 

Q is the exponential average value; 
q - new dimension; 
k is the smoothing coefficient; 
Δt - interval between measurements; 
The formula uses a constant interval of 

measurements. The profile correction for each call 
is complex, because in this case the smoothing 
factor is a complex exponential function of the 
measurement interval. However, the features of the 
parameters allow the use of simpler formulas. 

The optimal number of average values and 
values of smoothing coefficients for each 
parameter can be obtained experimentally. To 
begin with, it is assumed to use for each parameter 
three values with coefficients k = 0.3; 0.05 and 
0.005 with a focus on the daily interval of 
measurements. 

For all the parameters and coefficients used 
below, the values that can be used in the 
development are 

 
presented, but when obtaining practical results, 

these values can be changed by the operator. In 

addition, the use of some profile parameters and 
anomaly calculations may be impossible or 
impractical, and others may need to be added. 

Traffic will be estimated as the average daily 
number of seconds of connections: 

 

(1 ) ,
86400t t t

tQ k Q kT−


= − +  

if 86400t   

(2) 

 
And 
 

86400(1 ) ,t t tQ k Q kT
t−= − +


 

if 86400t   

(3) 

 
where: 

T is the duration of connections in seconds; 
Δt - time between the ends (beginnings) of the 

previous and new call in seconds. 
The following types of traffic are provided for 

analysis: 
- local outgoing 
- long distance outgoing  
- international outgoing 
- input 
We suggest estimating the intensity of the call 

flow as the average daily number of connection 
attempts: 

 
𝑄𝑡 = (1 − 𝑘

𝛥𝑡

86400
)𝑄𝑡−𝛥𝑡 + 𝑘𝑇, 86400t   (4) 

 
And 
 

86400(1 ) ,t t tQ k Q kT
t−= − +


if 86400t   

(5) 

 
where: 

T is the duration of connections in seconds; 
Δt - time by the ends (beginnings) of the 

previous and new call in seconds. 
It is estimated the intensity of the flow of calls: 
- incoming 
- outgoing 
- effective. 
The distribution of traffic by time type is 

estimated as the average daily number of seconds 
of connections for working time. 

- working hours - 1st-5th day of the week from 
8-30 to 17-30; 

- non-working hours - 1st-5th day of the week 
from 0-00 to 8-30 and from 17-30 to 24-00; 

- 6th-7th day of the week from 0-00 to 24-00. 
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The distribution of traffic by time of day will be 
estimated as the average daily number of seconds 
of connections during the day. 

- daytime from 7-00 to 24-00; 
- night time from 0-00 to 7-00. 
Signal traffic is estimated as the average 

number of bytes of signal information per call: 
 

(1 ) ,t t tQ k Q kB−= − +   (6) 

 
where: 

B is the number of bytes of signal information 
in the call. 

The instability of stable network parameters of 
the object is estimated by their change from call to 
call. One characteristic can be used for all 
parameters. 

For each call: 
 

1 ,t n iQ LQ h−= +   (7) 

 
where: 
hi - increment levels for parameters whose 

values differ in previous and subsequent calls; 
L is a factor that takes into account outdated 

information L = 0.9. 
Other parameter values (if present in the CDR): 
- access (ISDN, non ISDN) h = 10; 
- category of the subscriber calling h = 5; 
- the presence or absence of signaling 

interaction when establishing a connection h = 8; 
- invalid localization of the calling subscriber 

(correspondence of the address to the admissible 
template) h = 200; 

- invalid subscriber category that causes h = 
100. 

It is necessary to provide for the possibility of 
expanding and changing similar parameters in the 
future, as well as the use of different characteristics 
for different groups of parameters. 

Additional coefficients: 
-   is a constant additional factor that allows you 

to reduce or increase the sensitivity to anomalies in 
the assessment. Can only be changed by the 
operator; 

-   is a temporary additional factor that reduces 
or increases the sensitivity to anomalies in the 
assessment. It can be changed only by the operator, 
but then automatically strive for a normal value. 

After each call, a temporary additional factor is 
determined by: 

 
2 (1 ) 2 2t t t normK k K kK−= − +  (8) 

 

where: 
Δt - time between the ends (beginnings) of the 

previous and next calls in seconds; 
K2norm is the normal value; 
k is the smoothing coefficient, k = 0,05. 
Normal values for additional coefficients: 

K1norm  =  100, K2norm = 100. 
We will evaluate the anomalous behavior of the 

object by the following method: 
The anomaly in the behavior of the object is 

assessed by the overall rating, as the average of the 
identified anomaly, taking into account additional 
coefficients. 

 
( )* 1* 2 .

( )* 1 * 2pr
norm norm

A K KA
C K K


=


 
(9) 

 
K1 - constant additional coefficient; 
K2 - temporary additional coefficient. 
When creating an object, the field T starts the 

time of the beginning of the observation, in the 
field K2 - a reduced value to stabilize the 
characteristics, in other fields - the default values. 

To determine the anomalies, use the following 
method: 

When determining anomalies, the coefficients 
and parameters common to all objects are used: 

C - weighting factor, taking into account the 
impact of each anomaly on the overall rating; 

m is a parameter that compensates for the high 
uncertainty in the profiles of low-traffic objects. 

Traffic (A1, A2, A3, A4): 
 

| (0.3) (0.05)(0.3) (0.3)* ,
(0.05)

(0.05) (0.005)(0.05) (0.05) .
(0.05)

Q QA C
Q m

Q QA C
Q m

−
=

+

−
=

+

 

 

(10) 

 
To determine the anomalies you need to set the 

traffic parameters, set the common for all objects 
coefficients and parameters of table 1 and table 2: 

 
Table 1 
Given the weights of anomalies 

С1(0.3) С1(0.05) С2(0.3) С2(0.05) 

1 3 20 60 
 

Table 2.  
The specified parameters for determining 
anomalies 

m1 m2 m3 m4 

200 100 80 200 
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The connection duration will be calculated as 

follows: 
Outgoing traffic: 
 

1 2 3 1 2 3;tout toutQ Q Q Q m m m m= + + = + +  (11) 

 
Outgoing calls 
 

 (12) 

 
 (13) 

 
Incoming calls 
 

 (14) 

 
 

(15) 

 
To determine the duration of the connection, 

you need to specify the traffic parameters, 
according to the developed method, the 
coefficients common to all objects and the 
parameters are given in table 3: 
Table 3 
Connection duration settings are set 

С5 

(0.3) 
С5 

(0.05) 
С6 

(0.3) 
С6 

(0.05) 
m5 

(0.3) 
m6 

(0.05) 
3 10 3 10 5 5 

 
According to the developed method, we will 

determine the effectiveness: 
Total calls:  
 

 (16) 

 
  (17) 

 
Where C7 (0.3) = 3 and C10 (0.05) = 10 
The section by time type will be performed as 

follows: 
Total traffic: 
 

 
(18) 

 
k1(d, h), k2(d) - coefficients that take into 

account the error of exponential averaging (d - day 
of the week, h - hour); 

The coefficients that take into account the error 
of exponential averaging are given in table 4 and 
table 5. 

 
Table 4 
 Error coefficients of exponential averaging 
d=1,2,3 

h k1(d,h) h k 1 (d ,h ) h k 1 (d ,h) 

0 1.470 0 1.151 0 0.992 

1 1.489 1 1.165 1 1.004 

2 1.507 2 1.180 2 1.017 

3 1.527 3 1.195 3 1.030 

4 1.546 4 1.210 4 1.043 

5 1.565 5 1.226 5 1.056 

6 1.585 6 1.241 6 1.069 

7 1.605 7 1.257 7 1.083 

8 1.626 8 1.273 8 1.097 

9 1.529 9 1.216 9 1.056 

10 1.444 10 1.164 10 1.018 

11 1.369 11 1.117 11 0.984 

12 1.302 12 1.075 12 0.952 

13 1.242 13 1.036 13 0.923 

14 1.188 14 1.100 14 0.895 

15 1.139 15 0967 15 0.870 
 

Table 5  
Error coefficients of exponential averaging 

d 1 2 3 4 

k2(d) 1.031 1.008 0.988 0.970 

 

2(0.05) ( ) * 8(0.05) (0.005) 8(0.005)
8(0.05) 8(0.05) *

(0.05) (0.005)
Tall Tall

Tall Tall Tall Tall

Q k d Q Q Q
A C

Q m Q m
− −

= −
+ +

 
 
 

 

 

(19) 

 
where С8(0.3)=5 and С8(0.05)=15 
The distribution of time of day we calculate by 

the expression: 
 






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
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


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














−
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 (20) 

 
  (21) 

 
where: 
k3(h) - coefficient that takes into account the 

error of exponential averaging (h - hour); 
Table 6 
The error rate of exponential averaging 

h 0 1 2 3 

k3(h) 0.9709 0.9832 0.9956 1.0082 

 

h 8 9 10 11 

k3(h) 1.0347 1.0288 1.0230 1.0173 
 
h 14 15 16 17 

k3(h) 1.0012 0.9960 0.9910 0.9861 
 
For the developed technique C9 (0.3) = 8; C9 

(0.05) = 24. 
We will define signal traffic by expressions: 
 

10(0.3) 10(0.05)
(0.3) (0.05)10(0.3) 10(0.3)* Nall Nall Nall Nall

Q Q
Q m Q mA C

 
− 

+ +=  
  

 
(22) 

 
10(0.05) 10(0.005)

(0.05) (0.005)10(0.05) 10(0.05)* Nall Nall Nall Nall

Q Q
Q m Q mA C

 
− 

+ +=  
  

 
(23) 

 
Coefficient C10 (0.3) = 20, coefficient C10 

(0.05) = 60 
The stability of the network parameter will be 

determined by the expression 
 

11 WA =  (24) 

 
Not all objects can be further processed, but 

only objects with the highest overall anomaly 
rating. It is enough to process about 1% of the total. 

The assessment of the probability of violation, 
in contrast to existing methods, will be determined 
taking into account additional factors. In addition 
to the high level of anomaly of the object profile, 
additional factors that increase the possibility of 
detecting fraud in the assessment are: 

- correlation of events of anomalous objects - 
coincidence of unique addresses in records of calls 
of objects for the last time (2-3 days); 

- compliance of the profile of the object of the 
known case of violation, the coincidence of 
specific for this known case information about the 
call (direction, addressing) recently; 

- inconsistency of the object profile with the 
typical subscriber accounting profile. (It is possible 
only if there is access to the subscriber accounting 
database, not necessarily in the early stages of 
development, but it is necessary to provide for such 
a possibility in the future). 

Determining the probability of violation 
 

( ( ) )known subbase
AP MAX MAX P P

A a
=

+
 

(25) 

 
where: 
 A

A a+
 - the probability of violation, determined 

by the anomaly of behavior; 
a - anomaly at 50% probability. The value of a 

can be obtained experimentally. 
First you can use: a = 20; 
 

. .pr cor prA A A= +  (26) 

 
where: 
Acor.pr - anomaly of the object, which has a 

correlation in the calls (when checking it is 
necessary to exclude coincidence at popular 
addresses: special services, serial modem pools, 
etc.), if the correlation is not defined - Acor.pr=0; 

Psubbase - the probability of fraud, which is 
estimated by the inconsistency of the object profile 
to the typical profile in accordance with the 
subscriber accounting. 

Pknown - the probability of a known type of 
violation (determined for each known type). The 
method of determining the probability of a known 
type of violation can also be based on the 
correspondence of characteristic anomalies in the 
profile of the observed object and the profile of the 
violating object at the time of detection, as well as 
correlations in calls by addresses 

or prefixes. More precisely, the method can be 
determined only after the accumulation of a 
sufficient number of experimental results. 

The assessment of the degree of risk of fraud 
according to the developed methodology will be 
calculated as follows. 

Assessment of the degree of danger is necessary 
for cases that require priority intervention. They 
can be considered as the effect of the probability of 
violation on loss or unearned income: 
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(0.3) | (0.3) (0.05) |Q Q Q = −  (27) 

 
(0.05) | (0.05) (0.005) |Q Q Q = −  (28) 

 
( ) ( ) ( )

( ) ( )

( )

2 3

2

3

1 0.3 2 0.3 3 0.3

( 1 0.05 2 0.05

3 0.05)

Q k Q k Q

D P L Q k Q

k Q

 +  +  +
 

=  +   +  
 
+  

 

 
(29) 

 
where 32 ,kk   − coefficients that take into 

account the average difference in tariffs; 
They will take the values 2k  = 15, 3k  =250, L =3. 

Recommendations for the practical application 
of the developed methodology. 

The peculiarity of the operation and the 
distinction of the developed methodology will be 
the following: 

1. Feature when creating profiles of objects: 
- For each group of connecting lines and for 

each direction of the channel, describes the list of 
valid addresses of the source party, the list of 
uncontrolled addresses of the source party, lists of 
objects that have more than one address in the 
corresponding list of addresses. 

- If a record of object profile information is not 
found during call processing, it must be generated 
automatically. 

2. Specific profile formation: 
If there is a loss in the System of call 

information for any period, to prevent failures in 
the formation of information about the profiles of 
objects, you must check all objects again, using 
zero values of traffic at the beginning of the period 
and restore information in profiles at the end. 

For ease of use, the user interfaces and methods 
of working with them must be identical to the 
System as a whole. But in addition you need to 
consider the following: 

1. The subsystem must contain means of 
actively informing users about events that need 
attention, by generating screen messages in the 
client part of the system, including at the start of 
the client part, if the event occurred and was not 
covered before. 

2. Provide the ability to graphically display the 
characteristics of the profile of objects. 

3. Provide for the possibility of organizing 
additional checks, with a slight change in the rules 
used in the analysis using the rule editor. 

Areas of further research. 
Further research should be aimed at improving 

the software for automated software, in order to 
enable automated recognition and operational 

implementation of traffic analysis for further 
detailed analysis of automated systems. 

 
3. Conclusions 
 

The analysis showed the absence of scientific 
and methodological apparatus, universal devices or 
automated software packages to ensure the rapid 
implementation of traffic analysis and information 
transfer to automated systems or relevant 
specialists. Therefore, a method has been 
developed to ensure the prompt implementation of 
traffic analysis and information about situations 
that are suspicious and require further detailed 
analysis by automated systems or relevant 
specialists. 

The developed method allows to carry out 
operative (real-time) informing of responsible 
specialists, or transfer of necessary data to the 
automated complex, about deviation of character 
of traffic from network elements (separate 
telephone numbers, number capacities, trunk 
groups, etc.) which is fixed in primary data. 
Deviations, the nature of traffic from the elements 
of network parameters are measured from the usual 
traffic of the telephone network relative to these 
elements. 

The given technique takes into account 
practical recommendations concerning constant 
coefficients, calculations. These coefficients are 
selected by calculation and empirical. This reduces 
the response of the System using the developed 
method to the deviation of the communication 
parameters by 9% compared to existing methods. 
This is a perfectly acceptable result. 
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Abstract  
In this paper, the concept was considered and the practical implementation of one of the security 
threats to Wi-Fi networks - the Evil Twin attack. It is shown that the implementation of the 
attack is possible due to the allowed by the 802.11 standard location of several access points 
with the same service set identifier (SSID) and MAC address in the same area. With the help 
of several tools that are freely available, it is shown what steps an intruder performs to attack. 
During the experiment, abnormalities in the behavior of beacon frames at the time of the Evil 
Twin attack were detected. Based on the results obtained, it can be concluded that the 
monitoring of beacon frames can be used to develop systems for detecting and preventing 
intrusions into the WLAN. 
 
Keywords  1 
attack, evil twin, received signal strength, spoofing, rogue access point, wireless network 
 
  

1. Introduction 

With the widespread use of Wi-Fi technology, 
the challenge is to ensure a high level of security 
for such networks. Wireless networks use radio 
broadcasting and are therefore extremely 
vulnerable to possible attacks and unauthorized 
access. The disadvantages of the IEEE 802.11 
protocols encourage criminals to commit 
cybercrime. Among all the threats to WLAN 
security, one of the most serious is the Rogue 
Access Point (RAP). One of the attacks that uses 
RAP is the Evil Twin attack, which exploits the 
same SSID and BSSID (basic SSID) as the nearby 
legitimate access point (LAP). Evil Twin access 
point is used for espionage and attacks. After 
connecting an unsuspecting client to the Evil 
Twin access point, an attacker can eavesdrop on 
his messages, receive confidential information, 
redirect to malicious websites, etc.  

Therefore, the investigation of attacks using 
rogue access points, especially Evil Twin, is an 
urgent task and is necessary for further 
improvement of the protection methods against 
unauthorized interference in wireless networks.  
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2. Evil Twin Attack 

The paper considers a scenario in which an 
unauthorized access point and a legitimate access 
point are together in the same area and have the 
same SSID and BSSID because the attacker 
installs a Evil Twin rogue access point by cloning 
the MAC address and SSID of the existing LAP.  

The Evil Twin attack can be performed in two 
ways. 

1. The attacker launches the Evil Twin and 
increases the signal strength of the access point 
(AP). Thus, whenever a client tries to 
communicate with the LAP, he will connect to 
the RAP. 
2. An attacker targets clients that are already 
connected to the LAP. In a situation when 
Protected Management Frames (PMF) are not 
used, the attacker forcibly disconnects the 
client from the LAP, performing a 
deauthentication attack [1], [2] and waits for 
the client to reconnect, but by now to RAP, as 
shown in Fig. 1. 
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Figure 1: Evil Twin attack scheme 
 

The attack process consists of the following 
stages. 

1. An attacker carries out a reconnaissance 
attack. At this stage, the attacker puts the 
network adapter in monitoring mode and scans 
the air in search of information about AP to be 
forged (SSID, MAC address, channel). 
2. An attacker configures RAP with the 
same SSID and BSSID as the LAP by 
performing a spoofing attack. 
3. An attacker increases the power level of 
the network adapter transmitter so that the 
RAP signal level exceeds the LAP signal level 
at the point of reception by the client. 
4. An attacker launches an Evil Twin access 
point and sends beacon frames. The procedure 
for setting up a software-implemented RAP is 
as follows: 
• installation of DHCP-server (the work 
uses ISC-DHCP-server with open-source code 
[3]) and configuration of the configuration file 
/etc/dhcp/dhcpd.conf DHCP-server. The file 
indicates the network parameters (range of IP 
addresses, lease time, subnet mask, DNS 
server) that will be provided to clients; 
• activation of RAP Evil Twin with similar 
SSID, BSSID, channel of the legitimate access 
point (used the program airbase-ng package 
Aircrack-ng); 
• setting up a computer to work as a router 
to redirect the victim's traffic to a network card 
with Internet access. For this purpose, the 

ifconfig and iptables programs built into the 
Linux kernel were used. 
5. In the event that it is necessary to forcibly 
disconnect clients from the LAP, the attacker 
performs a deauthentication attack. After a 
successful attack, the attacker expects the 
client to connect to RAP. 
6. The client device broadcasts a Probe-
request (AP connection request), attempting to 
reconnect to the same SSID immediately to 
ensure a seamless connection.  
7. Each of the access points that are located 
in the client's field of vision and satisfies the 
parameters in the Probe request frame, sends a 
Probe-response frame containing the 
synchronizing information. Because the Evil 
Twin has a higher signal level, the client 
connects to a rogue access point.  
8. Transition to the authentication and 
association phase to establish a connection and 
restore Internet access. 
9. Data transfer via Evil Twin access point. 
Through this process, the attacker can access 

the data that the victim transmits to the network. 
An experiment was performed to confirm the 

concept of the attack, as a result of which the client 
was connected to the "Evil Twin". To carry out 
and implement the “Evil Twin” attack, dual-band 
Wi-Fi adapters Alfa AWUS036ACH of 802.11ac 
standard on the Realtek RTL8812AU chipset, 
Linux operating system, software package for 
auditing wireless networks Aircrack-ng [4], and 
Wireshark [5] were used to capture and analyze 
network traffic. 

3. Analysis of results 

During the attack, beacon frames had been 
monitored. It is known that the access point 
periodically sends beacon frames to indicate its 
presence in the network. Beacon frames are 
control frames and are transmitted in unencrypted 
form, so the attacker easily forges them, posing as 
LAP [6]. The interval, with which the beacon 
frames are sent, is determined by the access point, 
declared to the other nodes in the frame field 
"beacon interval" and expressed in special Time 
Units (TU), TU = 1024 μs. In the general case, the 
typical value of the beacon frame interval is 
100TU (102.4 ms). 

Monitoring was performed using a network 
analyzer Wireshark, setting up filtering by MAC-
address of the AP and a certain type of frames (in 
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this case, beacon frames). The observation period 
was 100ms. 

Before the attack, one frame was observed 
every 100ms, and after the launch of the Evil Twin 
attack, the number of beacon frames coming from 
the same BSSID has increased to two. However, 
it should be noted that sometimes the access point 
may miss the transmission of the beacon frame if 
the network is congested or tasks with a higher 
priority are performed. Simultaneously, the RSSI 
values of the beacon frames (from the radiotap 
header) were registered. There were significant 
fluctuations in RSSI during the attack. 
Accordingly, it is possible to distinguish two 
groups of beacon frames with the same SSID and 
BSSID, which differ significantly in level (in this 
experiment, one at -49dBm, the other at -28dBm). 

4. Conclusion 

Practical experiments have shown that Wi-Fi 
networks have a fundamental security problem - it 
is allowed by the 802.11 standard to have multiple 
access points with the same SSID and BSSID in 
the same area, that is the reason for the violation 
of the integrity of the network and the possible 
interception of information as a result of the Evil 
Twin attack. 

The obtained experimental results indicate 
anomalies of beacon frames during the attack. 
First, the number of beacon frames from the 
attacked access point is growing. Second, when 
there is no attack, the RSSI values from the LAP 
show small fluctuations. But, during the attack, 
substantial fluctuations of the RSSI values of the 
beacon frames for the same MAC address were 
registered. This is due to either different physical 
locations of RAP and LAP, or an increase in the 
power level of the transmitter by an attacker.  

Therefore, further research and efforts should 
be focused on improving existing and developing 
new methods of RAP detection, in particular Evil 
Twin, which will improve protection against 
unauthorized intervention in wireless networks. 
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Abstract  
This paper presents a symmetric key cryptosystem using the sum of real type functions which 
allows to increase the cryptographic strength.  Both transmitter and receiver choose Key 
Functions with the same argument, the interval for setting the argument, and the step for 
changing it. The symbol of the transmitted message is encrypted in an array where each 
element is the sum of Key Functions with random amplitudes. This sum includes those Key 
Functions for which the corresponding bit is one. Decryption uses disproportion functions. The 
system is suitable for encrypting both discrete and continuous messages. 
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1. Introduction 

Widely used cryptosystems are based on the 
set of integers. They implement symmetric and 
asymmetric encryption algorithms. In symmetric 
systems, the same key is used for both encryption 
and decryption. The most famous symmetric 
systems are AES [1] and GOST 28147-89 [2, 3]. 
To hack such a system, an enumeration of 
possible keys is required. The brute-force 
complexity is O(2k), where k is the key length in 
bits. For symmetric systems, if the 
communication channel is open, there is a 
problem of secure key transmission. This problem 
does not exist for asymmetric open key systems. 
In these systems, the most widely used algorithms 
are RSA and El-Gamal [4, 5]. The RSA algorithm 
is based on the computational complexity of the 
integer factorization problem. El-Gamal's 
algorithm is based on the difficulty of computing 
the discrete logarithm, especially over a group of 
points of an elliptic curve [6]. For breaking 
asymmetric cryptosystems, there are 
cryptanalysis methods which are faster than full 
search. This circumstance makes it necessary to 
use longer keys compared to keys in symmetric 
systems, but it’s not promising due to the 
intensive development of the quantum computers 
[7], which will significantly affect the 
cryptographic strength of existing cryptosystems 
[8]. The ordinal brute force has complexity O(2k), 
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meanwhile Grover's quantum algorithm [9] 
reduces it to O(2k/2) [9].  

Implementing quantum algorithms will also 
reduce the robustness of asymmetric systems. The 
RSA system uses the super polynomial 
computational complexity of the factorization of 
natural numbers. At the same time, there is a 
quantum algorithm whose complexity is 
polynomial O(n3) [10]. It means the cryptographic 
strength of asymmetric systems can be reduced as 
a result of the implementation of Shor's quantum 
algorithm for computing the discrete logarithm. In 
[11], Shor's algorithm is given for the group of 
points of an elliptic curve over the field GF(p) 
with complexity O(n3). Implementing quantum 
algorithms will also reduce the robustness of 
asymmetric systems.  A method for increasing the   
crypto resistance of the system under these 
conditions is proposed in [12]. Along with the 
search for ways to hack cryptosystems, methods 
for detecting signals of means of secretly 
obtaining information are also being developed 
[13]. 

The above analysis shows that one should look 
for other ways to create cryptosystems. In 
particular, to complicate the selection of keys 
using the simple enumeration method, one should 
switch from using integers to real ones. It is 
known [14] the set of real numbers has a higher 
cardinality compared to the set of natural 
numbers, so one can expect the cryptographic 

20



strength of a cryptosystem based on real numbers 
will be higher. The possibilities of creating 
cryptosystems using one or more functions of a 
real variable as keys are considered in [15-18]. 

So, in [15], characters from the ASCII code 
table are encrypted by the sum of 10 functions of 
a real variable, which are keys. Each key-function 
is preceded by a coefficient, which, depending on 
the character being encrypted, is equal to zero or 
one. The amplitudes of these functions are random 
for each new symbol. The resulting sum of the 
values of the functions is transmitted over the 
communication channel. On the receiving side, 
fragments of key functions are recognized, which 
are represented in the received encrypted signal. 
This allows you to decrypt the symbol transmitted 
at the current time using the disproportion 
functions [19-22]. 

In [16, 17], a variant is proposed when 
symbols for transferring binary codes are encoded 
with the help of three key functions of a real 
variable. "1", "0", "space", "new line" are 
encoded. Any other character is recognized as a 
new line. For unauthorized access to the 
intercepted message, you need to select the type 
and parameters of the key functions. 

In [15-17], the disproportion functions over the 
first-order derivative were used. In this case, it is 
necessary to apply numerical methods for 
calculating the current values of the first 
derivatives. The need for these calculations led to 
the fact that the ciphertext significantly exceeded 
the length of the encrypted message. 

A completely different encryption principle 
was proposed in [18]. One function of the real 
variable is used as the key. The disproportion 
function of the numerical representation of the 
encrypted process is calculated with respect to the 
key function. The obtained values of the 
disproportion function are an encrypted message 
and are transmitted over the communication 
channel. To avoid calculating the derivatives, the 
integral disproportions of the first order is used 
[23]. 

The cryptosystems [15-18] in the process of 
computer modeling have shown high 
cryptographic strength when trying to guess the 
parameters of keys functions, even if their form is 
known. To further complicate the work of 
cryptanalysts, the task is to develop a 
cryptosystem that could combine the advantages 
of the systems considered in [15-17] and the 
system [18]. So, it’s necessary to develop the 
algorithms for encryption and decryption of 
analog and discrete messages, using several 

functions of a real variable as keys without the 
necessity to calculate derivatives. 

2. Mathematical formulation of the 
problem 

The message that is encrypted is a sequence of 
T numeric character codes from the ASCII table 
(or numeric values of the pixel brightness 
components in the case of a graphic image 
transmission). Each of them is encrypted using 
one-dimensional arrays of length N values. These 
arrays are obtained using one and the same step h 
of changing the argument of m Key Functions of 
the real variable. In this case, the value y(j, i) of 
the matrix y(T, N) has the form:  

𝑦(𝑗, 𝑖) = ∑ 𝑘𝑞𝑗

𝑚

𝑞=1
𝑓𝑞(𝑖), (1) 

 
where: 
j is the number of the character in the transmitted 
message; 
fq(i) = fq(ih), (i = 1, 2, … N > m), (q = 1, 2, … m) 
- an array of values of the q-th Key Function; 
kqj - coefficients that are generated during 
encryption of the j-th element and can be either 
equal to zero or represent random numbers which 
are unknown to the recipient. 

Key Functions can be either continuous or 
discrete. These functions should be the same for 
the transmitting and receiving sides and have the 
same numbering. Also, the step h of changing the 
argument of the Key Functions should be the 
same. An encrypted message in the form of a 
matrix y(T,N) is transmitted over an open 
communication channel. The task is to decrypt the 
message using the matrix received at the receiving 
end. To solve it, the integral disproportion of the 
first order is used [23]. 

3. Disproportion functions 

One of the first publications in which 
disproportion functions were proposed was [19]. 
In particular, the disproportion with respect to the 
n-th-order derivative of the function y(x) with 
respect to x is described by the expression:   

@𝑑𝑥
(𝑛)

𝑦 =
𝑦

𝑥𝑛
−

1

𝑛!
⋅

𝑑𝑛𝑦

𝑑𝑥𝑛
 , 

(2) 

Here the @ symbol is chosen to denote the 
operation of calculating disproportion. The 
symbol "d" stands for "derivative". The order is 
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indicated in parentheses. The left part (2) reads "et 
d n y with respect to x". The order n ≥ 1 is an 
integer. If for any value of x, the function y(x) has 
the form y = kxn, then disproportion (2) is equal to 
zero regardless of the value of the coefficient k. 

For the case when n = 1, 

@𝑑𝑥
  (1)

𝑦 =
𝑦

𝑥
−

𝑑𝑦

𝑑𝑥
 , 

(3) 

For defining the functions parametrically, 
when, x = φ(t),  y = ψ(t), where t is a parameter, 
disproportion (3) is described by the expression 

@𝑑𝜑(𝑡)
(1)

𝜓(𝑡) =
𝜓(𝑡)

𝜑(𝑡)
 −  

𝑑𝜓
𝑑𝑡

⁄

𝑑𝜑
𝑑𝑡

⁄
 , 

(4) 

For ψ(t) = kφ(t) disproportion (4) is equal to 
zero in the entire area of existence x = φ(t), 
regardless of the value of k. In [19], the case was 
considered when 

𝑦(𝑥) = 𝑘1𝑓1(𝑥) + 𝑘2𝑓2(𝑥) + ⋯
+ 𝑘𝑚𝑓𝑚(𝑥) , 

(5) 

where f1(x), f2(x), … fm(x) are known 
functions; k1, k2, … km are coefficients whose 
values are unknown. 

It is shown that the disproportion functions 
allow calculating the values of the unknown 
coefficients in (5) from the data obtained for the 
current value of the argument. This opportunity is 
used to create cryptosystems [15-17]. 

In practice, often the first derivative of the 
function does not exist or is equal to zero on some 
interval. This excludes the possibility of using 
disproportions over the first-order derivative (2-
4). In this case, it is advisable to use the integral 
disproportion of the first order [23]. This 
disproportion of the function y(x) with respect to 
f(x) has the form: 

@𝐼𝑓(𝑥)
(1)

𝑦(𝑥) =
∫ 𝑦(𝑥)𝑑𝑥

𝑥

𝑥−ℎ

∫ 𝑓(𝑥)𝑑𝑥
𝑥

𝑥−ℎ

−  
𝑦(𝑥)

𝑓(𝑥)
 , 

(6) 

where h - is the preset time interval. In the discrete 
representation of signals, this is a time 
quantization step.  

In this case, y(x) and f(x) are represented by 
one-dimensional arrays. If the approximate values 
of the integrals in (6) are calculated using the 
trapezoid formula, then for the one and the same 
step h for y(x) and f(x), disproportion (6) takes the 
following form (7): 

@𝐼𝑓𝑖 
(1)

𝑦𝑖 =
𝑦𝑖−1 + 𝑦𝑖

𝑓𝑖−1 + 𝑓𝑖
−  

𝑦𝑖

𝑓𝑖
 , 

(7) 

4. Encrypting and decrypting 
messages 

The transmitting and receiving sides must have 
the same system of m Key Functions of the real 
variable, their numbering, the interval of changing 
the argument and step h of its change. The number 
of elements N of the one-dimensional array 
corresponding to the encrypted character must 
also be set. These can be both characters from the 
ASCII table, and components of pixel brightness 
when transmitting color graphic images. Each of 
them is represented by an integer. The required 
number of Key Functions depends on the 
maximum value of this number. For example, to 
encrypt characters from the ASCII table, m = 8 
Key Functions are required. They can be either 
continuous or discrete. If the Key Functions are 
continuous, it is necessary to calculate N elements 
of one-dimensional arrays of their values, 
changing the argument from the initial xmin to the 
final xmax value with a step h. When encrypting 
characters from the ASCII table or the pixel 
brightness, their numerical representations differ 
by one. In these cases, the step h of changing the 
argument must be equal to one. 

An m-bit binary code corresponds to each 
encrypted character. Each bit in this code is 
associated with a specific number of the Key 
Function. If the bit is zero, the value of the 
corresponding Key Function is also zero. If the bit 
is equal to one, then a random value of the 
amplitude of the corresponding Key Function is 
played. The character to be encrypted is 
represented by the sum (1). 

4.1. Encrypting messages 

1. The following is a character encryption 
algorithm: 

2. Calculate arrays of N > m values of Key 
Functions: fq(x), q = 1, 2… m. 

3. Enter the encrypted j-th character and 
calculate its cipher in the form of values of the 
one-dimensional array y(j, i), i = 1, 2... N 
according to (1). 

4. Repeat this point for all characters of the 
message of length T. 

5. A sequence of T arrays is an encrypted 
message transmitted over an open communication 
channel. 
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4.2. Decrypting messages 

Pre-compute the arrays fq(i) = fq(ih),  
(q = 1, 2, ... m), (i = 1, 2, ... N > m), of Key 
Functions and to receive T one-dimensional 
arrays y(j , i), j = 1, 2, ... T, i = 1, 2, ... N over the 
communication channel. Further, in order to 
simplify the description of the decryption process, 
an example is given when only three functions are 
used in the cryptosystem - the keys: f1(x), f2(x), 
f3(x). In this case m = 3. Accordingly, the j-th 
character of the message is encrypted as 

𝑦(𝑗, 𝑖) = 𝑘1𝑗𝑓1(𝑖) + 𝑘2𝑗𝑓2(𝑖) + 𝑘3𝑗𝑓3(𝑖),

𝑖 = 1, 2, … 𝑁 > 3 ,          
(8) 

The process consists of m = 3 levels in 
accordance with the number of Key Functions. 

First level: It is necessary to calculate the array 
of disproportions (7) y(j,i)  with respect to  any of 
the Key Functions , for example, f1(i): 

𝐹01(𝑗, 𝑖) = @𝐼𝑓1(𝑖)
(1)

𝑦(𝑗, 𝑖) = 

𝑦(𝑗, 𝑖 − 1) + 𝑦(𝑗, 𝑖)

𝑓1(𝑖 − 1) + 𝑓1(𝑖)
−

𝑦(𝑗, 𝑖)

𝑓1(𝑖)
  , 

(9) 

where i = 2, 3…N. 
Also calculate the disproportions (7) of the 

remaining key functions with respect to f1(i): 
𝐹𝑟1(𝑗, 𝑖) = @𝐼𝑓1(𝑖)

(1)
𝑓𝑟(𝑗, 𝑖)

=
𝑓𝑟(𝑗, 𝑖 − 1) + 𝑓𝑟(𝑗, 𝑖)

𝑓1(𝑖 − 1) +  𝑓1(𝑖)
−  

𝑓𝑟(𝑗, 𝑖)

𝑓1(𝑖)
  , 

(10) 

where r = 2, 3.  
Considering that the disproportion of the 

function relative to itself is zero, we get: 
𝐹01(𝑗, 𝑖) = 𝑘2𝑗𝐹21(𝑗, 𝑖) + 𝑘3𝑗𝐹31(𝑗, 𝑖) , (11) 

Second level: It is necessary to select any 
disproportion from right-hand of (11), for 
example F21(j, i). It is used to calculate next 
disproportions: 

𝐹0121(𝑗, 𝑖) = @𝐼𝐹21(𝑗,𝑖)
(1)

𝐹01(𝑗, 𝑖)

=
𝐹01(𝑗, 𝑖 − 1) + 𝐹01(𝑗, 𝑖)

𝐹21(𝑗, 𝑖 − 1) + 𝐹21(𝑗, 𝑖)
−

𝐹01(𝑗, 𝑖)

𝐹21(𝑖)
  , 

(12) 

 
𝐹3121(𝑗, 𝑖) = @𝐼𝐹21(𝑗,𝑖)

(1)
𝐹31(𝑗, 𝑖)

=
𝐹31(𝑗, 𝑖 − 1) + 𝐹31(𝑗, 𝑖)

𝐹21(𝑗, 𝑖 − 1) + 𝐹21(𝑗, 𝑖)
−

𝐹31(𝑗, 𝑖)

𝐹21(𝑖)
 , 

(13) 

 
Taking into account that the disproportion of 

F21(j, i) with respect to F21(j, i) is equal to zero, we 
get: 

F0121(j, i) = k3𝑗𝐹3121(j, i), (14) 

 

Third level: The disproportion of F0121(j, i) 
with respect to F3121(j,i) is calculated in the 
following way 

𝐹01213121(𝑗, 𝑖) = @𝐼𝐹3121(𝑗,𝑖)
(1)

𝐹0121(𝑗, 𝑖)

=
𝐹0121(𝑗, 𝑖 − 1) + 𝐹0121(𝑗, 𝑖)

𝐹3121(𝑗, 𝑖 − 1) + 𝐹3121(𝑗, 𝑖)

−  
𝐹0121(𝑗, 𝑖)

𝐹3121(𝑖)
 = 0 , 

(15) 

It is equal to zero because, as can be seen from 
(14), there is a proportional relationship between 
F0121(j, i) and F3121(j, i). This fact allows 
calculating from (14) k3j and k2j, k1j for the j-th 
message symbol. 

𝑘3𝑗 =
𝐹0121(𝑗, 𝑖)

𝐹3121(𝑖)
 , 

(16) 

 

𝑘2𝑗 =
𝐹01(𝑗, 𝑖) − 𝑘3𝑗  𝐹31(𝑗, 𝑖)

𝐹21(𝑖)
 , 

(17) 

 

𝑘1𝑗 =
𝑦(𝑗, 𝑖) − 𝑘2𝑗𝑓2 (𝑖) − 𝑘3𝑗𝑓3(𝑖)

𝑓1(𝑖)
 , 

(18) 

Depending on which of these coefficients are 
nonzero and which are equal to zero, the j-th 
message symbol is decrypted. In practice, it must 
be taken into account that there are calculation 
errors.  

Therefore, it is necessary to compare the 
disproportion (15) calculated at the last level in 
modulus not strictly with zero, but with an 
approximate number ɛ. For example, it could be 
ɛ=10-4. In this case, if | F01213121(j, i) | <= ɛ, then it 
should be assumed that it is zero. 

The value of ɛ is determined during testing of 
the cryptosystem. Theoretically, this 
disproportion is equal to zero for all i = 2, 3, ... N, 
but, taking into account the calculation errors, it is 
recommended to do calculations using formulas 
(16-18) for i, at which the modulus of 
disproportion (15) is minimal. 

4.3. An example of encrypting and 
decrypting characters from an ASCII 
table 

Eight Key Functions are used (m =8): 
1. f1(x) = 1000 sin((α1 - β1)x) cos(wβ1x) 
2. f2(x) = 1000 exp(0.1α2x) sin(wβ2x) 

cos((α2 + β2)x) 
3. f3(x) = 1000 exp(-α3x) sin(wβ3x) 
4. f4(x) = 1000 cos((α1x - β1)x) sin(wβ1x) 
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5. f5(x) = 1000 exp(0.1sin(α2x)) sin(w 
cos(βx)) cos((α2+β2) x) 

6. f6(x) = 1000 sin(-cos(α3x)) cos(w 
sin(β3x)) 

7. f7(x) = 1000 sin(wx + α1) exp(-β1x2) 
8. f8(x) = 1000 cos(wγx2) 

where α1 = 1, α2 = 0.12, α3 = 0.5, β1 = 0.1,   
β2 = 1.5, β3 = 0.7, γ = 0.5, w = 400 are constants. 

A sequence of numbers corresponding to the 
transmitted characters from the ASCII code table 
is encrypted. Each character is encoded by a sum 
of Key Functions  

y(x) = 𝑘1𝑓1(x) + 𝑘2𝑓2(x) + 𝑘3𝑓3(x)
+ 𝑘4𝑓4(x) + 𝑘5𝑓5(x)
+ 𝑘6𝑓6(x) + 𝑘7𝑓7(x)
+ 𝑘8𝑓8(x), 

(19) 

where: 
x = ih – argument; 
h = 1 – step of changing the argument. 
i – is the ordinal number of the element of the 
one-dimensional array for each of the Key 
Functions, as well as the array y0, y1, ..., yN-1, 
which is the character cipher; 
N – a number of elements of each one-
dimensional array. Based on the requirement of 
N > m, the amount of array elements N = 16. 

Table 1 shows the transmitted characters in the 
upper horizontal line. The corresponding ciphers 
are given in the form of arrays arranged vertically. 
The decrypted characters are located horizontally 
on the bottom line. 

It is obvious that the received message matches 
the transmitted one. It should be noted that the 
ciphers (arrays) of the adjacent symbols `t` are 
completely different. 

The codes of the other adjacent identical 
symbols in the message are given in Table 2. The 
above results indicate that the ciphers of the 
adjacent identical symbols in the message differ 
from each other. This circumstance greatly 
complicates the "hacking" of the cryptosystem. In 
order to "crack" the message, it is required to 
select the form of eight Key Functions and the 
values of their parameters.  

 
Table 1  
Encrypted and decrypted characters “Hello” 

y ‘H’ ‘e’ ‘l’ ‘l’ ‘o’ 

0 -323.36050 -1096.0141 -872.47149 37.134528 -112.93721 
1 257.702939 167.391848 1051.01033 532.400561 427.740614 
2 57.298613 175.907791 -408.37541 -216.26334 -116.65218 
3 -165.32821 126.358160 -324.75198 -162.19800 -197.22270 
4 -186.82906 -394.77504 -929.02530 -439.94548 -449.01146 
5 -163.70378 -392.33753 -1059.2853 -385.85981 -170.75848 
6 37.446166 299.880685 370.310135 74.675455 44.746439 
7 -110.70494 426.787248 -218.90900 -238.68403 -314.75860 
8 -2.714026 -59.278796 115.564604 -2.371129 -165.23427 
9 9.436954 152.916970 116.697501 -23.361501 281.220083 
10 42.465400 -412.02347 -203.82595 84.424717 150.029168 

11 -24.295297 615.002251 349.117675 -42.371452 -231.55086 
12 101.570285 95.754178 543.764259 227.452661 -122.68102 
13 195.422364 132.219196 855.514365 432.359247 754.345004 
14 -11.067358 -507.14921 -252.27430 -29.696351 228.457327 
15 214.445079 264.682389 659.731238 467.369970 -63.039751 

 
Table 2 
Encrypted and decrypted characters ‘A’ 

y ‘A’ ‘A’ ‘A’ ‘A’ ‘A’ 

0 -597.135343 -762.540347 -609.489179 -1245.052456 -917.400855 
1 9.473961 -6.667141 -2.760240 -37.310266 -17.407304 
2 274.695430 368.229254 291.933312 625.796927 451.736269 
3 15.193014 87.216540 60.428145 237.898008 138.849052 
4 -123.497929 -217.377766 -165.579209 -438.953490 -291.370618 
5 -58.830278 -107.584825 -81.548078 -221.367775 -145.669069 
6 -8.280530 -11.911812 -9.337867 -21.332769 -14.999968 
7 199.488556 342.700766 261.876769 683.403833 456.291669 
8 -76.316724 -131.227388 -100.265637 -261.818697 -174.769533 
9 -60.158608 103.377062 78.993047 -206.183725 137.653657 
10 -125.104506 -215.011307 -164.292499 -428.868345 -286.313719 
11 214.641127 368.892513 281.874942 735.803375 491.224813 
12 -14.047252 24.142272 18.447384 -48.154847 -32.148341 
13 6.530344 11.223364 8.575899 22.386440 14.945262 
14 -223.052958 -383.349601 -292.921754 -764.640006 -510.476209 
15 169.891087 291.983039 223.107534 582.397666 388.810617 

 
Below is an example that illustrates the 

resistance of the system obtaining keys, even if 
somehow it was possible to find out the forms of 
Key Functions. Suppose that the above sequence 
of characters is encrypted using functions (7), and 
decrypted using the same kind of functions, but 
the constant w was guessed incorrectly. Instead of 
w = 400 was used w = 399.999 during decryption. 
In this case, the disproportion at the last eighth 
level in absolute value exceeds the permissible 
deviation ɛ from zero. That is, decryption is 
impossible. Only if w = 399.9999, the message 
may be decrypted. This result shows that even 
such a slight deviation of one of the parameters of 
the Key Functions does not allow decryption of 
the transmitted character. 

5. Requirements for Key Functions 

1. The Key Functions must be of real type. 
2. They can’t be constant and must not take 

zero values. 
3. When using the key function, there 

should be no situation where division by a number 
close to zero occurs, which leads to an 
unacceptable calculation error. For this purpose, it 
is recommended to test the cryptosystem for the 
entire alphabet of characters that will be used in 
messages. 

4. Check that the sum of two or more key 
functions does not coincide with any other of the 
key functions. 

5. It is recommended to include all 
parameters in the expression for each key 
function. In this case, a change in the value of any 
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parameter leads to a change in all key functions, 
but not one or several of them only. 

6. Before sending an encrypted message, 
first check what the decrypted message looks like 
in order to avoid errors that may occur as a result 
of not taking into account the previous points. 

6. Conclusions 

A cryptosystem with symmetric keys is 
proposed. These keys are real variable functions 
that satisfy the above constraints. They can be 
either continuous or discrete. The number of 
functions is equal to the number of binary digits 
used to encrypt a character, for example, in an 
ASCII table. Each of the functions corresponds to 
a certain binary digit. The symbol of the 
transmitted message is encrypted with a one-
dimensional array. The elements of this array 
represent the sum of Key Functions with random 
amplitudes. This sum includes those Key 
Functions, for which the corresponding binary 
digit is equal to one. 

Decryption is performed using disproportion 
functions. The possibility of encryption and 
decryption of text information is shown. The 
given examples show the complexity the guessing 
Key Functions and the cryptographic strength of 
the proposed cryptosystem. So, for example, a 
real-type constant, which equals 400 during 
encryption, to break the system by brute-force, 
you need to select with an accuracy of 10-4, but 
there can be any number of such constants. It is 
very difficult to find all the constants of the real 
type at the same time with high precision and thus 
hack the system, even with well-known formulas 
of functions - keys.  

It should also be noted that the codes of the 
same adjacent symbols are not repeated, which 
can be seen from Table 2. This also increases the 
cryptographic strength of the system. 
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Abstract 
The article developed a software application for recognizing sarcasm in English 
communication. NLP technology is used to implement machine learning. Python programming 
language. Comparisons with known algorithms and models are made. The advantage in the 
simplicity of the method implementation and the speed of recognition, which corresponds to 
live communication, is proved. 
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1. Introduction1 

Human language is extremely complex and 
contains a significant number of linguistic 
constructions. Language recognition and 
translation is a well-developed area of machine 
learning. However, living human language 
contains such elements as humor, irony, pun, 
aphorism, sacredness, which are not always 
correctly recognized by native speakers, and 
recognizing them with the help of intelligent 
information technology becomes quite a difficult 
task. At the same time, virtual translators must, in 
a reasonable amount of time (preferably in real 
time), recognize a person's living language and 
communicate its content and emotional and 
logical implication to the user. Today, the 
universal language of communication is English. 
Sarcasm is the most complex language 
construction, because in a sentence with sarcasm 
one logical construction is confirmed, and the 
opposite is understood [1]. Thus, recognizing 
sarcasm in communication is quite a challenge. 

2. Analysis of problem-solving 
methods 

At present, there are a sufficient number of 
electronic translators designed to facilitate the 
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communication process. Living language 
recognition is based on electronic dictionaries and 
Data Science (DS) technologies [2]. In DS such 
direction as Nature - Language Processing (NLP) 
is allocated. This area studies the problems of 
computer analysis and synthesis of natural 
language. For artificial intelligence, analysis 
means understanding language, and synthesis 
means generating intelligent text [3]. Solving the 
problems associated with the analysis and 
synthesis of language structures will mean 
creating a more convenient form of interaction 
between computer and human, as well as ensuring 
communication through electronic translators.  

Examples of using NLP are such services and 
applications as Siri (assistant for operating 
systems from Apple: iOS, watchOS, macOS, 
HomePod and tvOS) [4], Cortana (virtual 
assistant in Windows) [5], Gmail Spam Filter 
(analysis service) and selection of mail with 
spam) [6]. It should be noted that there are 
currently a sufficient number of applications that 
implement NLP.  

However, simple solutions are needed that will 
quickly recognize sarcasm in living language in 
communication. The theoretical basis of the work 
was works [7], [8], works on applied statistical 
analysis [9] and applied analysis of text data in 
Python [10]. 
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3. Main part  
3.1. Problem statement and 
substantiation of tools for its solution 

The task to be solved in the article is the 
automatic recognition of sarcasm in live English 
communication. 

The main tools for solving this problem are: 
1. statistical and mathematical methods of big 

data processing [7], [8], [9], [10]; 
2. dataset for model learning [11]; 
3. Python programming language 3.8.1 [12]; 
4. Jupyter notebook development 

environment; 
5. a set of libraries (sklearn, re, pandas, 

numpy, nltk (natural language toolkit), 
matplotlib). 

3.2. Dataset choosing and bring it to 
normal 

The date set was chosen on Kaggle.com. The 
required data set is called “News Headlines 
Dataset For Sarcasm Detection. High quality 
dataset for the task of Sarcasm Detection” [11]. 
This dataset contains news headlines that are 
collected from two sites: TheOnion and HuffPost. 
Each record consists of three attributes, and itself: 

1. is_sarcastic (1, if the entry is sarcastic, 
and 0 if not sarcastic); 

2. headline (the title of the page); 
3. article_link (link to the page from which 

the title was taken). 
In Figure 1 shows the structure of this dataset. 
 

 
Figure 1: “Sarcasm_Headlines_Dataset” structure 
 

As can be seen from fig. 1, the first steps in 
creating an information technology for sarcasm 
recognition - is to bring the column "headline" to 

normal, which consists of bringing all the letters 
to lowercase, removing dots and spaces. 

In Figure 2 shows the script for bringing the 
“headline” column to normal. 

 
Figure 2: Bring the column "headline" to normal 
 

3.3. Stemming words 

The next stage of the method is word 
stemming. In the field of natural language 
processing, there are cases when two or more 
words have a common root. Stemming reduces all 

counter word forms to one, normal vocabulary 
form. 

There are two main steaming algorithms: 
Porter's algorithm and Lancaster's algorithm [9]. 
The developed script uses Porter's algorithm 
because it is less aggressive to word forms. 
Lancaster's algorithm is quite aggressive, because 
it strictly "cuts" the word and makes it very 
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confusing, which is impractical in recognizing 
such a complex linguistic phenomenon as 

sarcasm. In Figure 3 shows the use of the Portrait 
algorithm with respect to the “headline” column. 

 

 
Figure 3: Using Porter's algorithm for word stemming in a dataset 

3.4. Convert text to numbers 

The next step of the method is to convert the 
text into a meaningful representation of numbers, 

which will be used in machine learning algorithms 
for prediction. In Figure 4 shows the use of the 
TfidfVectorizer function, which was taken from 
the sklearn.feature_extraction.text library. 

 

 
Figure 4: Using the “TfidfVectorizer” function 

After all the steps to bring the data to values 
that can be used in computer training, we need to 
determine the model of machine learning. 

3.5. Choosing a machine learning 
model 

The logistic regression is chosen as the basic 
model of machine learning. Logistic regression is 
a machine learning classification algorithm that is 
used to predict the probability of a categorical 
dependent variable. In logistic regression, the 

dependent variable is a binary variable containing 
data encoded as 1 (yes, success) or 0 (no, failure). 
Since our problem is a binary classification 
problem (1 - sarcasm, 0 - not sarcasm), logistic 
regression is a relevant model [9]. In Figure 5 
presents a graph of logistic regression. 
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Figure 5: Logistic Regression Plot 
 

3.6. Machine learning 

Before training the model, divide the dataset 
into training and test samples with the following 

parameters: 30 percent of the entire sample will 
go to the test data set, and the other 70 to the 
training (Figure 6). 

 

 
Figure 6: Division of the dataset into training and 
test samples 
 

The accuracy of the model is checked using 
cross-validation (re-sampling procedure). The 
decision to choose this method is based on its 
simplicity and obtaining a less biased or less 
optimistic assessment of the quality of the model 
than other methods. In  

Figure 7 shows the accuracy of the model that 
was verified by cross-validation. 
 

 

 
Figure 7: Model accuracy 

Another metric for evaluating the quality of the 
model is the ROC curve (one of the most popular 
quality functionalities in binary classification 
problems) [9]. In Figure 8 shows the ROC - curve 
obtained in the work. 

 

 
Figure 8: ROC curve 

After carrying out stages designing model of 
machine learning it is necessary to carry out the 
test. 

 
3.7. Model testing  

In Figure 9 shows an example of testing the 
model on the phrase: "Oh, have I touched that tiny 
ego of yours?".  

Information technology has rightly determined 
that this sentence is sarcasm. 

 
Figure 9: Model testing 

It is also necessary to compare the results with 
known algorithms and implementations. This 
comparison is shown in  

Table 1. 
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Table 1 
Comparison of the obtained results 

Model KNearest 
Neighbors 

Logistic 
Regression 

Naive Bayes LinearSVC RandomForest 
Classifier 

Prediction 68.3% 
(0,8 sec) 

84.04%  
(0,12 sec) 

75.09% 
(0,10 sec) 

78.08% 
(0,11 sec) 

79.64% 
(0,11 sec) 

Thus, we can conclude about the effectiveness 
of the developed method and the possibility of its 
application for the recognition of sarcasm in live 
communication on English. 

4. Conclusions 

1. Recognition of linguistic constructions of 
natural language is a difficult task on the border 
of such scientific areas as AI, ML, philology. 

2. Recognizing sarcasm in living language is 
one of the most difficult tasks, because a person 
masks sarcasm. 

3. Recognition of sarcasm should be done 
quickly (commensurate with the pace of 
communication), so decisions should be simple 
and effective. 

4. The obtained solution has a degree of 
recognition of 0.83, but in contrast to more 
powerful solutions, it is quite fast. 

5. The article presents the results of the study 
of ML and NLP in terms of solving the problem 
of identification and classification of sarcasm. 
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Abstract  
The article investigates the dynamic models of the information protection system in social 
networks taking into account the clustering coefficient, and also analyzes the stability of the 
protection system. In graph theory, the clustering factor is a measure of the degree to which 
nodes in a graph tend to group together. The available data suggest that in most real networks, 
and in particular in social networks, nodes tend to form closely related groups with a relatively 
high density of connections; this probability is greater than the average probability of a random 
connection between two nodes. 
There are two variants of this term: global and local. The global version was created for a 
general idea of network clustering, while the local one describes the nesting of individual nodes. 
There is a practical interest in studying the behavior of the system of protection of social 
networks from the value of the clustering factor. Dynamic systems of information protection in 
social networks in the mathematical sense of this term are considered. A dynamic system is 
understood as any object or process for which the concept of state as a set of some quantities at 
a given moment of time is unambiguously defined and a given law is described that describes 
the change (evolution) of the initial state over time. This law allows the initial state to predict 
the future state of a dynamic system. It is called the law of evolution. 
The study is based on the nonlinearity of the social network protection system. To solve the 
system of nonlinear equations used: the method of exceptions, the joint solution of the 
corresponding homogeneous characteristic equation. Since the differential of the protection 
function has a positive value in some data domains (the requirement of Lyapunov's theorem for 
this domain is not fulfilled), an additional study of the stability of the protection system within 
the operating parameters is required. Phase portraits of the data protection system in MatLab / 
Multisim are determined, which indicate the stability of the protection system in the operating 
range of parameters even at the maximum value of influences. 
 
Keywords  1 
dynamic models, information protection system, social networks, clustering coefficient, 
nonlinearity, exception method, homogeneous characteristic equation, function differential, 
system stability, phase portrait 
 
  

1. Introduction 

Descriptions of dynamical systems for various 
problems depending on the law of evolution are 
also various: with the help of differential 
equations, discrete mappings, graph theory, 
Markov chain theory, and so on. The choice of 
one of the methods of description determines the 
specific form of the mathematical model of the 
corresponding dynamic system [3]. 
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The mathematical model of a dynamic system 
is considered to be given if the parameters 
(coordinates) of the system are introduced, which 
unambiguously determine its state, and the law of 
evolution is specified. Depending on the degree of 
approximation to the same system, different 
mathematical models can be matched. 

Theoretical study of the dynamic behavior of a 
real object requires the creation of its 
mathematical model. In many cases, the 
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procedure for developing a model is to compile 
mathematical equations based on physical laws. 
Usually these laws are formulated in the language 
of differential equations. As a result, the 
coordinates of the state of the system and its 
parameters are interconnected, which allows us to 
begin to solve differential equations under 
different initial conditions and parameters.  

2. Related works 

In the article [1] the definition of the clustering 
coefficient in the case of (binary and weighted) 
directional networks is extended and the expected 
value for random graphs is calculated. In [2], it is 
noted that the properties of the small world of 
neighboring connections are higher than in 
comparative random networks. If a node has one 
or no neighbors, in such cases the local clustering 
is traditionally set to zero, and this value affects 
the global clustering factor. It is proposed to 
include the coefficient θ for isolated nodes in 
order to estimate the clustering coefficient, except 
in cases from the determination of Watts and 
Strogats. In [3] a method of determining trust and 
protection of personal data in social networks was 
developed. In article [4-6] the clustering 
coefficients for social networks, including power 
ones, are considered. In [7], a comparison of 
different generalizations of the clustering 
coefficient and local efficiency for weighted 
undirected graphs is made. In the article [8] the 
analysis of the clustering coefficient on the social 
network twitter is carried out. In [9], an analysis 
of the clustering coefficient through triads of 
connections was performed. In the article [10] the 
dependence between the clustering coefficient 
and the average path length in a social network is 
investigated. In [11,13] the use of clustering 
methods of social networks for personalization of 
educational content is investigated. The article 
[12,15] discusses the behavior of the clustering 
coefficient for complex networks. In [14], it was 
concluded that based on the results of the 
experiment, it can be concluded that among the 
clustering algorithms there is no universal 
algorithm that would be significantly ahead of 
others on all data sets. The leaders of 
benchmarking are the algorithms Spinglass and 
Walktrap. From the considered analysis of the 
works, it can be concluded that currently the 
protection of users in social networks is 
considered primarily as a technical problem that 
does not take into account the structural 

parameters of the network and its topological 
features. This emphasizes the relevance of the 
topic of work regarding the construction of a 
protection system based on structural parameters, 
taking into account network clustering. 

3. Formulation of the research task 

It is necessary to investigate the dynamic 
system of information protection in the social 
network (SN) from the clustering factor. Carry out 
modeling of a nonlinear protection system taking 
into account the clustering factor in SN. 
Investigate the stability of the protection system 
in the SN. 

4. Main part 
4.1. Nonlinear solution of the 

protection system in the SN, 
taking into account the action of 
a specific parameter - the 
clustering factor 

Analysis of graphical dependences of a linear 
system [3] indicates the nonlinearity of the 
system. Therefore, in the system of equations (1) 
we introduce nonlinear components (2): 

 

( )

1
( ) ( )2 12

v V

dI Z Z C С Ip v Kdt
CvdZ I C Cd ddt N




= + +


 
 =− − +



       (1) 

 
where: 1v

v V
C



  − the total number of connections 

in the network, N − the number of vertices in the 
network. 
 

 
Figure 1: Differential of the clustering coefficient 
function 
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
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


 =− − + + + +


 (2) 

 
where: 2L , 3L , etc. 2 3,K K , etc. some linear 
operators. We consider the nonlinearity of the 
system to be weak, which allows us to find a 
solution for each equation of the system (2) by the 
method of successive approximation, putting: 

1 2 3...I I I I= + +  

 
Figure 2: Differential of protection function 

 
Since the differential of the protection function 

has a positive value in some data domains (the 
requirement of Lyapunov's theorem for this 
domain is not fulfilled), an additional study of the 
stability of the protection system within the 
operating parameters is required 

 
1 2 3 ...Z Z Z Z= + + +  

 
Let at 
 

0dI = ,  dI
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= 0, and 0dZ = , dZ
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= 0 

0 0Sin , SinI I t Z Z t = =  
 
We obtain a system of equations: 
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3 3( Sin ) ...3 0
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








 = + + − −


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
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Let's rewrite the system and present it as 

follows: 
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2
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where:  

( )
1

2, , ,1 2 2 1

v
v V

C
Z C C C Cp v K d d N

    

 
 

= = + = − + = −  
 
 



 

Next, use the exception method: 
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Figure3: Graphs by dependence (4) 

 
Substitute all the found expressions (5) in the 

first equation of system (4): 
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or: 
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Figure 4: Graphs by dependence (5) 

 

 

 
Figure 5: Graphs by dependence (7) 

 
Now we find a common solution of the 

corresponding homogeneous equation: 

01 2Z Z Z  − − =                    (8) 
The characteristic equation has the form: 

2
1 2 0   − − = . Consider the case of the 

positive discriminant of this equation: 
2 42 1 1 24 01 2 1,2 2D

  
  

 +
= +   =  (9) 
From: 

2 2
1 1 2 1 1 24 4

2 2
1 2( )

t t

однZ t c e c e
     + + − +

= +   
 
joint solution of a homogeneous equation. 

To find the general solution of the 
inhomogeneous equation we use the method of 
variation of arbitrary constants: 

 
2 2

1 1 2 1 1 24 4
2 2

1 2( ) ( ) ( )
t t

однZ t c t e c t e
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where: 1 2( ), ( )c t c t   are from the system: 
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where: 

 

            (11) 
 
From equations (10, 11) we obtain: 
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where will we get: 
 

2
1 1 24

2
2 2

1 2

1( ) ( )
4

t
c t N t e dt

  

 

− + +

= −
+

          (14) 

2
1 1 24

2
1 2

1 2

1( ) ( )
4

t
c t N t e dt

  

 

− − +

=
+

       (15)  

 
Given (13,14,15) we have: 
 

 

           (16) 

 

 

 
Figure 6: Graphs by dependence (16) 

 
3.2. Define the phase portrait of the 
data protection system 
 

Initial equation: 
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The solution will be implemented in the 

program MatLab / Multisim. Let's make the 
scheme (Fig. 7). 

The phase portrait is presented in the form of 
an ellipse, which indicates the stability of the 
personal data protection system. 

The results of the program are presented in 
Fig. 8, 9. 
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Figure 7: Block diagram of the phase portrait program in the Multisim program, taking into account 
the attack block 

 
Figure 8: Harmonic oscillations of the protection 
system on time Z=f(t) 

 

 
Figure 9: Phase portrait of the protection system 
on clustering factor 

 
Figure 10: Harmonic oscillations of the 
protection system on time Z=f(t) taking into 
account the attacks 

 
Figure 11: Phase portrait of the protection 
system on clustering factor taking into account 
the attacks 
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5. Analysis of the obtained results 

In contrast to previous research by scientists, it 
has been proven that the SN protection system is 
stable even from external maximum influences 
and a specific parameter of the clustering 
coefficient in the operating range of parameters. 

6. Conclusions 

For the first time in the article the dynamic 
model of the information protection system in 
social networks is investigated taking into account 
the clustering coefficient, and also the analysis of 
the stability of the protection system is carried out. 
A nonlinear equation of information protection is 
obtained. It is shown that the protection index 
changes depending on the clustering coefficient. 
Phase portraits of the protection system are 
obtained, which indicate the resistance of the 
system to external influences and the clustering 
coefficient in SN. 
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Abstract  
Today in database management systems there is an acute problem of searching for data in large 
data sets. To solve this problem, we propose a modified search tree and its improvement using 
a fractal index search tree with a multilevel structure. Each level in such a structure is a separate 
fractal tree. Algorithms for data processing in DBMS RAM by modified methods are described. 
These methods can be used to search for the same data from different tables. Increased the 
minimum filling of the node, which reduces the height of the tree.  The symmetry of the fractal 
tree helps to execute the query quickly and, as a result, reduce the number of requests to the 
disk subsystem. Also, due to the self-similarity property, the most frequently used indexes will 
be loaded into the DBMS RAM much faster after selection. This will speed up the process of 
finding the information you need for the request. Loading data indexes into RAM based on 
statistics on the frequency of use of indices and index size weights will reduce the number of 
indexes that are loaded into RAM, in contrast to the classic loading where the loading of indexes 
occurs during their use and after filling the memory, it is deleted. Another big advantage is that 
indexes that are almost never used will not be loaded into RAM. The proposed approach with 
fractal trees also has an important scaling property, as fractal trees are divided into a large 
number of smaller trees, which is especially true in the era of multicore modern computer 
systems. To study the effectiveness of the use of indexes based on a modified fractal search tree 
in the database and select the best system for hosting the database server, we measured the 
speed of information retrieval in tables for the Windows 10 operating system. During the 
experiments it was shown that the search speed on the modified trees in comparison with the 
modified fractal search tree is reduced by 12%. 
 
Keywords  1 
database, data search, B + -trees, modified trees, fractal trees, indexes 
 

1. Introduction 

In today's world we can see a rapid increase in 
information, which complicates the process of its 
storage and management. Therefore, for its 
organization and quick search using databases 
(DB), which are organized according to the 
concept that describes the characteristics of this 
data. In modern information systems for high-
quality work with databases use DBMS database 
management systems that provide the ability to 
create, store, update and search for the necessary 
information. DBMSs also provide a number of 
useful services: schema to control data semantics, 
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query language to organize access to part of the 
database, data granulation, data integrity 
management, compression to reduce database 
size, indexing to speed up query processing. 
However, the integration of different databases 
into the production process at enterprises and 
other institutions has a number of shortcomings 
associated with the organization of their 
management and monitoring of events in 
databases [1-5]. 

In modern databases, an important element is 
the search for data in tables that contain many 
rows and columns and are not always ordered. 
Therefore, to implement a quick search, indexes 
are created that are formed from the values of one 
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or more columns and pointers to the 
corresponding rows. Indexes allow you to avoid 
sequential or step-by-step browsing of the file in 
search of the desired data. They are ordered, each 
element of the index contains the name of the 
searched object and a pointer-identifier of its 
location. The more indexes, the better the 
performance of database queries, but a very large 
number of indexes does not guarantee high 
performance [5-10].  

Many databases use different trees and their 
modifications to build such indexes. However, if 
the tree has an insufficient number of nodes and 
their fullness, the data search time increases [11-
13]. The disadvantages may also be the use of 
identical indexes for different tables and sending 
to the RAM of indexes that are rarely used [14-
15]. 

The base trees in index construction and data 
retrieval are B-trees, namely their type B + trees. 
These trees easily implement the independence of 
the program from the structure of the information 
record, have the ability to sequential access and 
all key data are contained only in the sheets. The 
main disadvantages of such trees are the 
compactness of filling and the number of levels of 
trees [16-18]. 

You can also select K-trees, which contain all 
the characteristics of the B + tree, but have a better 
strategy of splitting and merging nodes. Also, 
these trees have more elements at the root of the 
node and the fullness of the node is ¾. All this 
saves hard disk space and increases the speed of 
access to information [19-20]. 

However, the index structures used in modern 
databases have some limitations due to the long 
process of restructuring the index structure in the 
case of adding or removing new data. 
Accordingly, this leads to a slow process of 
searching for information in a database with large 
data sets. 

The aim of the article is to improve the process 
of processing indexes in databases using fractal 
trees and speed up query execution. 

2. Modified search tree 

The existing mechanisms of data modification 
in the tables have a certain feature - the change of 
keys in the corresponding nodes of the tree is 
performed with the subsequent restructuring of 
the index. This significantly affects the speed of 
writing information to the database and, 
accordingly, is an important factor in increasing 

the number of queries to the database. You also 
need to store only the most frequently used 
indexes, then, accordingly, the access time to the 
data storage location will be reduced. Therefore, 
the existing methods need to be improved, which 
will allow to find the necessary information faster 
[21-22]. 

In the + tree we will improve as follows: 
• increase the minimum filling of the node, 

which will reduce the height of the tree; 
• change the rule of separating the nodes of 

the tree - splitting the node with its two 
neighbors into four new nodes; 

• change the rule of connecting tree nodes - 
connecting four nodes into three new 
nodes; 

• in the tree leaf we will store records of 
links to the same fields in different tables, 
which will increase the time of receipt of 
links to data in the tree and speed up the 
search. 

We describe the search for data using indexes. 
Indexes are loaded into the RAM of the database 
after receiving the request. Next, a list of data is 
formed, which contains the necessary 
information, and the found data is sent to RAM. 
However, in the classical algorithm for loading 
indexes in the RAM are indexes that are almost 
not used, and, accordingly, take place until they 
are replaced by other indexes. Therefore, it is 
necessary to improve the procedure for processing 
indexes in the RAM of the database (Picture 1) by: 

• reducing the specific storage in the RAM 
of indexes that are little used; 

• processing little-used indexes by reading 
them from disk.    

 

 
 
Figure 1: Algorithm for loading indexes in the 
DBMS RAM by hashing  

 
Here is an algorithm for loading indexes into 

memory based on the index hashing method: 

Collection of 
statistics on 
the use of 

indices

Loading 
indexes in 

DBMS 
RAM

Change of 
indices for 

the new 
period
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• DBMS loads indexes into RAM according 
to the classical algorithm and collects 
statistics on the number of used indices 
during ∆t; 

• after collecting statistics, the DBMS loads 
into RAM only those data that were used 
most often during the time period ∆t; 

• if there is no data in the RAM during the 
query, the search is performed by reading 
nodes from the disk index space of the 
database; 

• if the time ∆t has expired, then in RAM are 
loaded those indexes that are used most 
often and have not been loaded before.  

This algorithm is implemented in two stages: 
1. statistics are collected on the number of 

used indices for the corresponding period 
∆t; 

2. the indices that were most often used in the 
previous time interval ∆t are loaded into 
RAM. 

We have a formula for calculating time: 
 

∆𝑡 =
(∑ 𝑘𝑖𝑊𝑖

𝑛
𝑖=1 )𝑡

(∑ 𝑊𝑖
𝑛
𝑖=1 )𝑘

, 
(1) 

 
where 𝑘𝑖 – the number of used i-th index,  𝑘 – the 
number of indexes used,   𝑊𝑖 – the weighting 
factor of the i-th index, 𝑡 – time of statistics 
collection. 

Loading data indexes into RAM (figure 1) 
based on statistics on the frequency of use of 
indices and index size weights leads to a decrease 
in the number of indexes that are loaded into 
RAM, in contrast to the classic loading, where the 
loading of indexes occurs during their use, and 
after filling the memory, it is deleted. Another big 
advantage is that indexes that are almost never 
used will not be loaded into RAM.  

3. A modified method of searching 

for queries using fractal trees 

Recently, fractals are increasingly being 
used in various areas of our lives. Fractals can be 
used to model and describe various phenomena in 
the fields of radio engineering and electronics, 
digital information processing, and computer 
graphics [23-28].  

The concept of «fractal» was proposed by the 
French-American mathematician Benoit 

Mandelbrot. In 1977, he published Fractal 
Geometry of Nature, describing repetitive 
drawings from everyday life. According to him, 
many geometric shapes consist of smaller shapes, 
which when enlarged accurately repeat a large 
shape. After research, he also found that fractals 
have chaotic behavior, fractional infinite 
dimension and can be described mathematically 
using simple algorithms. 

Fractal in a more general sense means an 
irregular, self-similar structure, set, subsets and 
elements of which are similar to the set itself. 
Fractals can be deterministic or stochastic. They 
can also be classified according to self-similarity. 
There are three types of self-similarity in fractals: 
exact self-similarity (looks the same at different 
magnifications); almost self-similarity (fractal 
looks approximately (but not exactly) self-similar 
at different magnifications); statistical self-
similarity (fractal has numerical or statistical 
measures that persist with magnification). 
Examples of fractals are the Cantor set, the 
Lyapunov fractal, the Serpinsky triangle, the 
Serpinsky carpet, the Menger sponge, the 
Apollonia grid, the dragon curve, and the Koch 
curve. Also recently, attention is paid to fractal 
trees: from each branch depart smaller, similar to 
it, from them - even smaller (figure 2). By a 
separate branch of mathematical methods can 
describe the properties of the whole tree.  

 

 
Figure 2: An example of constructing a fractal tree 

 
To construct the structure of the indices will be 

used Pythagorean fractal tree - a flat fractal, 
consisting of interconnected right triangles of 
squares built on the legs and hypotenuse 
(figure  3). 
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Figure 3: Pythagorean tree 

 
The Pythagorean tree with N levels is a trunk 

and two Pythagorean trees with N-1 levels depart 
from it symmetrically, so that the length of their 
trunks is 2 times less and the angle between them 
is 90 degrees (figure 4). 

The Pythagorean tree is divided into subtree 
blocks, where each tree is a full-fledged fractal 
tree. We present this subtree in the form of a new 
horizontal level, which complements the vertical 
structure of the original tree. If the new horizontal 
level is too large, then in order to fit into one block 
of the disk, it is divided into two blocks and 
indexed in the third horizontal level. 

 

 
Figure 4: Pythagorean tree for 6 levels 

 
These indexes can be easily used for large 

databases. The structure of such indexes is 
presented in the form of arrays with a length equal 
to powers of number 2. This structure is easily 
scalable for a large number of keys, and is not 
sensitive to the content of the entered queries. 

The main advantage of using fractal trees is 
that the resulting structure is symmetrical and 

internally balanced. Symmetry helps to execute 
the request quickly and, as a result, there will be 
much fewer requests to the disk subsystem. Also, 
due to the self-similarity property, the most 
frequently used indexes will be loaded into the 
DBMS RAM much faster after selection. This 
will speed up the process of finding the 
information you need for the request. 

The index uses a new multi-level approach - 
additional levels of the tree allow you to search in 
the data block that contains the information on 
request. Each request accesses the same number 
of levels, which provides balanced access to the 
index and disk subsystem. 

Updating, inserting and deleting indexes 
can be done very efficiently. The update is 
performed as a sequential deletion of the old key, 
followed by the insertion of a new key value. 
Inserting a key into a fractal tree involves adding 
one new node or adding an edge to an existing 
node. Inserting requires changes to only one block 
at level 1. First, look for a block to update - if the 
block is crowded, it must be divided, and this 
leads to the creation of a new node in level 2. 
Separation of blocks is very rare and does not 
affect performance. 

To study the effectiveness of indexes based on 
a modified fractal search tree in the database and 
choose the best system for hosting the database 
server, we measured the speed of information 
retrieval in tables for Windows 10. Experiments 
show that the search speed of modified trees 
compared to modified fractal search tree is 
reduced by 12% (Picture 5). 

The average error of the result for the modified 
search tree is 0.91%, and for the modified fractal 
search tree is 0.89%. Therefore, the experiments 
are performed correctly and provide the results 
with a given accuracy. 
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Figure 5: Comparison of query search speed for 
modified tree and modified fractal tree 

4. Conclusions 

New methods of index processing in 
databases for speeding up information processing 
are offered. The developed modified methods 
differ from the known methods of processing 
queries in databases in that they can be used for a 
large amount of information. Loading data indices 
into RAM based on statistics on the frequency of 
use of indices and index size weights leads to a 
decrease in the number of indexes that are loaded 
into RAM. A modification of the data processing 
algorithm in RAM has been performed, which has 
made it possible to exclude indexes that are rarely 
used in memory.  The resulting structure is 
balanced and optimized for storage in the disk 
subsystem, reduces the number of I / O operations 
to a minimum. The method of constructing 
indexes based on a modified fractal tree allows to 
increase the data search speed by 12% compared 
to the modified method of index search based on 
a classic B + tree. The proposed approach also has 
an important property of scaling, as fractal trees 
are divided into a large number of smaller trees, 
which is especially true in the era of multicore 
modern computer systems.  

Prospects for further research are seen in 
the creation of new methods for processing 

queries in distributed databases based on index 
hashing using fractal trees. 
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Abstract  
The article deals with the problem of detecting low and slow distributed DDoS attacks. 
Detecting such DDoS attacks is challenging because slow attacks do not significantly increase 
traffic. The authors suggest that detecting slow DDoS attacks will be effective based on 
analyzing and predicting host response latency in the network. The article proposes an original 
method for detecting such attacks, based on statistics of host interaction and predicting the 
individual trajectory of the traffic parameter behavior. The host response time delay is taken as 
a traffic parameter. An algorithm for calculating the individual trajectory of the time delay is 
proposed. The possibilities of using this method are shown based on the simulation of RUDY 
attacks on HTTP services. The parameters of the forecast accuracy are investigated depending 
on the accumulated information on the response delays.  
 
Keywords  1 
Slow and low DDoS attacks, slow attack detection, network response prediction, latency, 
individual trajectory. 
 
  

1. Introduction 

Recently, DDoS attacks are rapidly increasing 
in scale, frequency and technical complexity. For 
organizations that rely on Internet resources and 
applications for their activities (for example, for 
e-commerce enterprises), the consequences of 
DDoS attacks can be devastating. Inaccessible 
websites and servers can cast a shadow on a 
company's reputation and customers turn to 
competitors' resources [1]. 

One type of DDOS attack is slow denial of 
service attacks. Their feature is that denial of 
service is achieved in a hidden way using a small 
amount of traffic and does not require bandwidth 
filling. The attacker opens many endless 
connections and, when a certain threshold is 
exceeded, causes a denial of service in the victim's 
network. It uses transport (TCP) or application 
(HTTP) protocols. Detection and 
countermeasures must be built based on the 
characteristics of the attack. 
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Countering such attacks should include two 
main measures: 1) diagnose the attack at the 
earliest stages; 2) separate malicious traffic from 
normal traffic. By understanding which user 
requests are the result of a DDoS attack, you can 
configure appropriate settings for firewalls, 
routers, or implement other security measures.  

1.1. Problem Statement 

Methods for detecting slow DDoS attacks fall 
into two categories: 

1. Signature methods, which are based on the 
construction of a model of "abnormal behavior" 
[2]. This model builds signatures of "abnormal" 
traffic behavior (a huge number of simultaneously 
arriving SYN + ACK packets, an inadequately 
long packet lifetime, too long a packet route 
"length", and so on). The model is most effective 
against attacks that fill the network bandwidth, or 
on local networks, where you can make a list of 
source addresses whose packets are guaranteed to 
be "normal". But such a model is ineffective 
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against low-intensity DDoS, when it is difficult to 
reliably distinguish ordinary user requests from 
“malicious” ones. 

2. Based on anomalies. This method is the 
opposite of signature. A general model of 
"normal" behavior is built, then the incoming 
traffic is compared with it, and if the differences 
exceed an acceptable threshold, an "alarm" is 
triggered. Research is conducted in the areas of 
statistical (parametric and nonparametric) 
methods, as well as data mining and neural 
networks. The last two approaches are being 
actively developed to detect low-intensity attacks. 
Disadvantages of the model: a large number of 
errors of the first kind due to the individuality of 
networks and traffic; long-term calculation of data 
on "normal" behavior; sensitive to the choice of 
statistical distributions. 

In any case, the problem of early detection of 
low or slow DDoS attacks remains relevant. The 
sooner the traffic parameters are found to be 
inconsistent with their normal values, the faster it 
will be possible to take measures to neutralize the 
attack. In this case, it is necessary to add 
parameter prediction modules to the existing 
detection systems. 

1.2. Related Works Overview 

There is a huge number of publications on the 
detection of slow DDoS attacks. 

Reference [3] proposes an architecture that 
mitigates low and slow DDoS attacks by 
leveraging the capabilities of a software-defined 
infrastructure. At the same time, this approach 
requires a significant amount of computing 
resources, which will be involved in diagnostics. 

The article [4] proposes a methodology for 
detecting LDDoS attacks based on the 
characteristics of malicious TCP streams by 
classifying them by decision trees. The studies are 
conducted using a combination of two datasets, 
one generated from a simulated network and the 
other from a publicly available CIC DoS dataset. 
Since this approach includes elements of artificial 
intelligence, a significant amount of statistics is 
required to train the system. 

In [5], the authors tried to measure the impact 
of different variants of pulsating distributed 
denial-of-service attacks on the self-similar nature 
of network traffic and see if changing the H index 
can be used to distinguish them from a normal 
network. This approach is quite effective in the 
case of traffic self-similarity elements. Otherwise, 

detecting low and slow DoS attacks is very 
difficult. 

Paper [6] proposes Canopy, a novel approach 
to detecting LSDDoS attacks by using machine 
learning techniques to extract meaning from 
observed TCP state transition patterns. At the 
same time, as in other models based on artificial 
intelligence, the detection system requires a large 
sample of training and significant resources for 
processing the results. 

The work [7] compares machine learning 
methods for recognizing slow DDoS attacks: 
multilayer perceptron (MLP), backpropagation 
neural network, K-Nearest Neighbors (K-NN), 
Support Vector Machine (SVM) and polynomial 
naive Bayesian (MNB) algorithm. As in the 
previous cases, the application of the methods 
requires a large number of patterns for 
recognition. 

In [8-9], a new classification method and 
model is proposed to protect against slow HTTP 
attacks in the cloud. The solution detects slow 
HTTP header attacks (Slowloris), slow HTTP 
body attacks (RUDY), or slow HTTP read attacks. 
At the same time, such approaches do not 
guarantee effective detection of attacks at the 
early stages of their development. 

The papers [10-11] show a system that can 
detect and mitigate attacks in the network 
infrastructure. The main identification parameters 
in both models are the packet transmission rate 
and the uniform distance between packets, which 
does not allow to forestall the actions of intruders. 
Reference [12] discusses sampling data to create 
different class distributions to counteract the 
effects of highly imbalanced slow HTTP DoS 
datasets. At the same time, a significant number 
of samples (the authors use 1.89 million copies of 
attacks) in reality is quite difficult to achieve. The 
study [13] developed a metric-based system for 
detecting traditional slow attacks, which can be 
effective with limited resources, based on the 
study of similarities and the introduction of the 
Euclidean metric. This approach is only effective 
enough for a large number of such slow attack 
patterns, and for a large variety of such an 
approach is unlikely to be effective. 

The most practical for implementation is the 
method proposed in [14], which determines the 
quality parameters of TCP connections, typical 
for slow HTTP attacks. This allows you to 
estimate the likelihood and time of the web server 
going into overload mode. However, such attack 
detection is based on observation statistics and 
uses predictions. The article [15] proposes an 
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algorithm for detecting slow DDoS attacks based 
on traffic patterns depending on the server load 
state. This does not consider the decision-making 
process. In [16], various scenarios are considered 
and a hybrid neural network for detecting DDoS 
attacks is proposed. However, the method and 
general technique for detecting low intensity 
DDoS attacks are not considered. In [17], the 
authors consider interval forecasting based on a 
probabilistic neural network with a dynamic 
update of the smoothing parameter. But the 
problem of the dynamics of the model remains 
unresolved. 

Thus, most of the works devoted to countering 
slow DDoS attacks are based on statistical 
models, do not address the issues of predicting 
host behavior, and therefore are not effective 
enough to detect attacks at early stages. 

The aim of this work is to form a system for 
detecting slow DDoS attacks based on predicting 
traffic elements in the network. To successfully 
solve the identified problem, it is necessary to 
build a model and technology for predicting the 
behavior of traffic parameters taking into account 
the history of host interaction in the network, as 
well as to propose a technology for recognizing 
slow DDoS attacks. 

2. Development of a method for 
detecting slow DDOS attacks 
based on predicting of traffic 
parameters 

 

2.1. Determining the traffic 
parameter for detecting a slow 
DDoS attack 

The most expedient for detecting slow DDoS 
attacks is the architecture proposed in [18]. Such 
an IDS should consist of four modules: 1) traffic 
collection module; 2) module for calculating 
traffic parameters; 3) forecasting module; 4) 
module for classifying attacks (Fig. 1). 

The system works as follows: 
1. For some time, the Traffic Collection 

Module records the main traffic parameters 
required for further calculations: IP addresses of 
the sender and recipient; TCP window size; 
package arrival time. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: IDS structure 
 
2. In the module for calculating traffic 

parameters for each IP address, the average delay 
between transmitted packets is calculated 
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where: 
it   – the i-th package arrival time; 

1it +   – the i+1-th package arrival time; 
k – the number of packets received during the 
analyzed period. 
The beginning and end of the session are recorded 
by a built-in timer, after which the duration of 
open connections is calculated. 

3. The decision on the presence of a possible 
slow HTTP attack is made in the attack 
classification module based on the comparison of 
the obtained indicators with the average statistical 
values. 

As it was shown in [18] the decision about the 
presence of a slow DDoS attack should be made 
based on the traffic parameters forecast, which 
can be generated based on the study of statistics in 
other systems. Thus, it is advisable to add a 
situation forecast block to the considered action 
algorithm. 

2.2. Predicting the delay time 
between transmitted packets 

The interaction of computer systems in the 
network forms an individual trajectory of changes 
in traffic parameters for each pair of interaction. 
Such trajectories have their own characteristics 
both in the normal mode of operation and during 
a slow DDoS attack. In order to start actions on 
time to neutralize a slow DDoS attack, it is 

Traffic Collection Module 

Traffic Parameters Calculation 
Module 

Forecasting Module 

Attack Classification Module 
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necessary to predict the time trajectory of traffic 
parameters, which depends on the actions of the 
interacting system. 

Prediction of an individual traffic trajectory 
has already been studied in [19], in which traffic 
parameters were determined at long intervals 
(week, month). The same approach was used to 
predict slow DDoS attacks in [18]. At the same 
time, in both cases, only direct indicators were 
investigated: in [19] - the amount of information 
per unit of time, in [18] - the average delay 
between transmitted packets. 

Slow DDoS attacks are characterized by the 
fact that they are not characterized by significant 
deviations in traffic indicators and therefore 
different parameters must be used to detect them. 

Along with direct indicators (the amount of 
information and the average delay time), when 
using the method of canonical decomposition of a 
random process, the values of the correlation 
function are also calculated for each of the 
measurements, which makes the method more 
effective for predicting weak disturbances. 

To monitor the traffic parameters, as before in 
[18], it is advisable to use the average time 
interval of the delay between packets in the 
session, which can be represented as a vector of 
parameters ( )1 2 HX X ,X ,...,X=  [20]. Condition 
fulfillment 0X S  , where S0 this is the tolerance 
area of the vector X. Random process ( )X t  
reflects the change in delays between traffic 
packets over time [21]. Process ( )X t  statistically 
defined in the range 1t t , where 1t  is the 
beginning of observations and 1kt t  [22]. 

The forecasting problem is posed as follows: 
for the parameter ( ) 0x t S  , which is observed in 
the interval 1 kt t t  , determine the release time 
of a specific implementation ( )x t  beyond the 
limits 0S  based on the definition of a posteriori 
process ( )X t  [23]. 

The probability that a particular trajectory of a 
parameter   guaranteed to fall within the 
acceptable range ks t , if by then kt  including his 
condition was described as ( ) 1 kx t ,t t t    [24], 
will be 

( ) ( ) ( ) 0

1

ps

k k

P s P X s S x t ,

t t t ,s t
= 

  
 (2) 

To solve the forecasting problem, the process 
under study must be represented by the formula 

( ) ( ) ( )X t m t V t 


= + , (3) 

where ( )m t  – mean function of the process; 

( )t  – non-random (coordinate) time 
functions; 

V  – random, uncorrelated coefficients 
  0M V = , 0M V ,V   = 

, v  .  

This representation, proposed in [18, 19], 
allows it to be applied to any traffic parameter that 
can be represented as a time series. Process ( )X t  
can be written as a random sequence 

( ) ( ) 1iX t X i ,i ,I= =  in a discrete series of 
observations it  [25]: 

( ) ( ) ( )
1

1
i

v v
v

X i m i V i ,i ,I
=

= + = , (4) 

where V  – random coefficient with parameters 

  0M V = , 0M V ,V   = 
, v  ; 2

v vM V D  =
 

;

( )i  – non-random coordinate function, 

( ) 1v v = , ( ) 0v i =  while v i . 
The formulas for variance and correlation 

function can be written as  

( ) ( )2

1
1

i
v v

v
D i D i ,i ,I

=

= = , (5) 

( ) ( ) ( )
( )

1
1

inf i, j

v v v
v

D i, j D i j , i, j ,I 
=

= = . (6) 

Thus, the representation of random processes 
of traffic parameters (2) allows solving the 
problem of detecting a slow DDoS attack based 
on predicting the delay between transmitted 
packets. 

2.3. Slow DDoS Attack detection 
algorithm based on delay time 
prediction 

To detect slow DDoS attacks within the 
framework of approach (1) - (6), the following 
algorithm for predicting delays between 
transmitted packets is proposed. 
0. Start 
1. ( ) ( ) 1X t X t ,t ,T =  ‒ formation of an array of 

process observations ( )X t . 
2. ( ) ( ) 1x x , ,k   =  ‒ formation of an array of 

control results. 
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3. ( )L Length X t     ‒ determining the number 
of trajectories observed. 

4. ( ) ( )m t Mean X t=     ‒ calculating the mean of a 

random function ( )X t . 
5. ( )c Covariance X t=     ‒ calculating the 

covariance matrix for ( )X t . 
6. ( )d Variance X t=     ‒ calculating an array of 

variances of a process ( )X t . 
7.    0Table , T , T =     ‒ determining the initial 

value of the coordinate functions. 
8. ( ) ( ) ( ) 1X̂ t X t m t ,t ,T= − =  ‒ centering the source 

data. 
9. ( ) ( ) ( ) 1 ; 1lV t X t m t ,t ,T l ,L= − = =  ‒ 

determination of initial values of random 
coefficients. 

10. 1
1

1
1, jc

, j ,T
d

 = =  ‒ definition of the first 

coordinate function. 
11. For 1i =  to i T=  

12. 
1

2

1

i
i i,i i, j j

j
d c d

−

=

= −  ‒ variance override. 

13.  For 1j =  to j T=  

14.  
1

1 1

1 i
i i , j l i ,l j ,l

l
c d

d
  

−

=

 
= −  

 
  ‒ redefining 

coordinate functions. 
15.  for j 
16. for i 
17. For 2i =  to i T   
18.  For 1k =  to k i  
19.  0i ,k =  ‒ redefining the coordinate 

functions of a random process. 
20.  for k 
21. for i 
22. For 2i =  to i T   
23.  For 1l =  to l L=  

24.  
1

1

i
l ,i l ,i l ,k k ,i

k

ˆV X V 
−

=

= − ‒ determination of 

random coefficients. 
25.   for l 
26. for i 
27. ( )sp Length x      ‒ size of the array of 

control results. 
28. ( )  1 1 1 1 1i ,iM Table m x m , i ,T = + − =

 
 ‒ 

determination of the initial predicted 
trajectory. 

29. For 2h =  to sh p=   

30.
( )

 
1 1

1

h ,i h h ,h h,i
h

M x M ,
M Table

i ,T

− − + −
 =
 =
 

‒ 

calculation of forecast control points. 
31. for h 

32. 

 
1

1 1

i
k ,i k , j k , j

j kforecast

s

M V ,
X Table

k , p ,i ,T


= +

 
+ 

 =
 

= =  


 ‒ 

calculation of predicted trajectory. 
33. End 
 
The application of the algorithm makes it possible 
to construct a forecast of the system response 
delay time and determine the moment when this 
parameter goes beyond the critical values. In the 
event that latency is classified as a slow DDoS 
attack, security measures must be taken. A slow 
DDoS attack decision must be made for each 
sender IP address based on a comparison of 
predicted latency parameters with critical values 
to determine when the parameter enters the 
critical zone. This approach takes into account the 
statistics of the behavior of the interacting hosts, 
as well as the behavior of other hosts in similar 
situations in the event of a slow DDoS attack. 

3. Application of the algorithm for 
detecting slow DDOS attacks 
based on predicting the response 
delay time 

Slow DDOS attack detection simulations are 
performed for the RUDY attack. RUDY is a 
network server attack designed to crash a web 
server by sending long requests. The attack is 
carried out using a tool that scans the target 
website and detects embedded web forms. Once 
the forms have been detected, RUDY sends valid 
HTTP POST requests with an abnormally long 
content-length header field, and then begins 
entering information, one byte per packet. This 
type of attack is difficult to detect due to small 
fluctuations in incoming traffic. 

For clarity, only one case of an attack against 
the background of normal traffic was taken, as 
shown in Figure 2. The average delay between 
transmitted packets is considered as the parameter 
under study. 

The prediction algorithm was applied to the 
process shown in Figure 2, taking as the initial 
observation values individual points in the time 
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series that correspond to a partial trajectory (blue 
line in Figure 2). Considering this line as a control 
line, the first values of the time series were taken 
as the initial observation data, corresponding to 
t = 1, 30, 60 s of observations. 

 

 
Figure 2: Traffic patterns 

 

Figure 3a shows the forecast results for t = 1 s. 
Since there are few initial observational data, the 
process is reproduced as a whole in terms of the 
average value. In this case, the values of the 
predicted traffic in the event of an attack will be 
very different from the real ones (red curve). 

Increasing the number of observations to 
t = 30 s (Figure 3b) increases the reliability of 
further prediction and at t = 60 s we can talk about 
a fairly accurate prediction ( ) 0 99psP s , . In 
Figure 3b and 3c curves of other colors show how 
forecasting will be carried out when receiving 
data from other control points 1t , ,k ,k I  =  , 

preceding the moment kt . That is, the probability 
of error in choosing the correct trajectory depends 
on the amount of raw data observed. It is logical 
to assume that in this case the forecast accuracy 
will be too dependent on the trajectory behavior 
characteristics that lead to abnormal traffic, as 
well as on the observed frequency of anomalies. 
Thus, the method “selects” the required trajectory 
depending on the entry point and the average 
trajectory. 

For this example, the important question is 
how the forecasting accuracy depends on the 
number of a priori observations. This issue has 
already been considered in [18], where it was 
shown that in 60...90 s the deviation of the 
predicted trajectory from the control one 
decreases to 5...0%. This confirms the adequacy 
of the predictive model for identifying slow DDoS 
attacks based on predicting network latency. 

 

 
a) t = 1 s 

 
b) t = 30 s 

 
c) t = 60 s 

Figure 3. Delay Time forecasting with observation 
time t = 1, 30, 60 s: ― forecast value; ― 
compared value; --- mean value 
 

 
Figure 4: Coordinate functions 
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Even more interesting is the question of the 
behavior of the coordinate functions (Fig. 4). 
These functions are recalculated at each stage of 
calculating the predicted value and at the final 
stage are constant for a certain statistical series. 
They describe the relationship of the current 
parameter at the time of observation with its 
statistical data obtained during previous 
observations. As can be seen from Figure 3 a)‒c), 
the coordinate functions respond to changes in the 
trajectory over time somewhat more than the 
average or forecast lines, which can be an 
additional factor in forecasting. 

4. Conclusions 
1. Low and slow DDoS attacks are difficult 

enough to detect due to minor changes in traffic 
parameters. Existing methods for detecting slow 
DDoS attacks require significant statistical 
material for training artificial intelligence 
systems. More promising, according to the 
authors, are methods based on predicting traffic 
parameters, in particular, the packet delay time in 
the network. 

2. Predicting the delay time of packets in the 
network allows you to solve the problem of 
detecting slow DDoS attacks based on an algorithm 
for finding unknown future values for a time series 
of traffic parameters. The proposed method is a 
combination of artificial intelligence and statistical 
analysis and uses a self-learning algorithm 
provided there are sufficient attack statistics. The 
developed algorithm of the method makes it 
possible to accurately determine the random 
process at control points and to provide a minimum 
of the mean square of the approximation error in 
the intervals between these points. 

3. Further research in the field of countering 
slow DDoS attacks can be devoted to the issues of 
forecasting at intervals that are not covered by 
statistics or the operation of the method in the 
absence of some observations or strong data noise. 
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Abstract 
Considering the uncertainty of the parameters affecting the conditions for the normal 
functioning of the cyber protection object, it is proposed to create a support system for making 
anti-crisis decisions by the experts of the situational center, which is an integral part of the 
information security system of the cyber protection object. The basis of the information security 
system of a cyber protection object shall be a classical control loop that ensures the collection, 
processing and analysis of information, as well as modeling the development of information 
danger at the cyber protection object and the development and implementation of anti-crisis 
management to prevent the emergence of threats to information circulating during the 
functioning of the cyber protection object, and also elimination or minimization of their 
consequences. 
In the study, the risk indicator for information circulating during the functioning of a cyber 
protection object is the summation between the risk indicators of information disclosure and 
information leakage, as well as the risk indicator for computer information circulating during 
the functioning of the cyber protection object. The indicator of the risk of information leakage 
includes indicators of the risk of information leakage through technical channels, information 
leakage through communication channels, speech information leakage, as well as information 
leakage, shown information. The risk indicator for computer information includes indicators of 
the risk of loss and alteration of information, as well as obtaining unauthorized access to 
information. 
In the context of untimely, incomplete and suboptimal information concerning the condition of 
information security of the cyber protection object, to solve the problem of multi-criteria 
optimization for the formation of alternatives to anti-crisis decisions by the experts of the 
situational center, in the study, firstly, the methods of obtaining initial information about the 
advantages of the on traditional heuristic procedures of expert evaluation, and concerning 
formal methods of comparator identification. It is shown that regardless of the method of 
obtaining the initial information and the form of its presentation, the most adequate is the 
interval assessment of the preferences of the decision maker. Secondly, a model of a 
multicriteria scalar assessment of the usefulness of feasible alternative solutions has been 
synthesized. The presented results represent the scientific basis for the development of a support 
system for making anti-crisis decisions in critical situations by experts of the situational center 
to ensure the appropriate level of information security of the cyber protection object. 
 
Keywords1 
cyber protection object, information security system, situational center, anti-crisis decision 
support system, multi-criteria, uncertainty of initial information 
 

1. Introduction 

Cyber protection objects (CPO) in the state 
are the following: 1) communication systems of 
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all forms of ownership, in which national 
information resources are processed and/or 
used in the interests of state authorities, local 
authorities, law enforcement bodies and 
military formations formed in accordance with 
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the law; 2) objects of critical information 
infrastructure; 3) communication systems that 
are used to meet public needs and/or implement 
legal relations in the areas of electronic 
government, electronic government services, 
electronic commerce, electronic document 
management [1-3]. 

The creation of an effective information 
security system of the CPO requires the 
inclusion of a subsystem of situational centers, 
rigidly interconnected at the information and 
performance levels for making appropriate anti-
crisis decisions in solving various functional 
monitoring tasks, preventing the emergence of 
threats to information circulating during 
functioning of the CPO, as well as eliminating 
or minimizing their consequences [4]. 

One of the topical directions to create a 
subsystem of situational centers in the 
information security system of the CPO is the 
development of a justification methodology, 
under the uncertainty of initial information for 
experts of the system of situational centers, 
optimal anti-crisis solutions to prevent the 
emergence of threats to information circulating 
in the process of functioning of the CPO, as 
well as to eliminate or minimize their 
consequences. 

An obligatory stage in the functioning of the 
system of situational centers is decision 
making. At the same time, not only incorrect, 
but also ineffective decisions lead to losses or 
irrational use of financial, time, labor, energy 
and other resources when managing the 
processes of prevention and elimination of 
emergency situations. In this regard, the 
problem of developing a scientifically 
grounded methodology to make effective 
decisions is one of the urgent scientific 
problems. 

According to V.M. Hlushkov, the necessary 
conditions for the effectiveness of decisions are 
their timeliness, completeness and optimality. 
The listed requirements are contradictory and 
their satisfaction is connected with serious 
difficulties. 

Provision the completeness (complexity) of 
decisions requires the fullest possible 
consideration of internal and external factors 
affecting decision-making, a deep analysis of 
their interrelationships, which leads to increase 
in the dimension of the decision-making 
problem, its multicriteria. In turn, this leads to 
increase in the uncertainty of the initial data, 
which is due to the incompleteness of 

knowledge about the relationship of factors 
and, as a consequence, its inaccurate 
description, the impossibility or inaccuracy of 
measuring some factors, random external and 
internal influences, etc. An additional 
complication is in the fact that uncertainties are 
heterogeneous and can be represented as 
random variables, fuzzy sets or simply interval 
values. 

Thus, an increase in the efficiency of 
decisions made is connected with the need to 
solve multicriteria optimization problems in 
conditions of uncertainty. 

The traditional, widespread approach to 
solving such problems, based on their heuristic 
simplification, determinization as a means of 
removing uncertainty, becomes less and less 
effective as the tasks become more complex 
and the significance of solutions increases. 

In these conditions, it is extremely important 
to develop formal, normative methods and 
models for a comprehensive solution to the 
problem of decision-making in conditions of 
multi-criteria and uncertainty. 

In this direction, principal, fundamental 
results have been obtained [5–10], however, the 
only solution to the problem is far from 
completion and the continuation of research in 
this direction is undoubtedly relevant both in 
theoretical and applied aspects for the 
development of a substantiation methodology, 
under conditions of uncertainty in the input 
information for experts of the system of 
situational centers, optimal anti-crisis solutions 
to ensure the required level of safety for 
functioning of the CPO. 

2. Peculiar properties of the 
situation center performance as 
a component of the support 
system for anti-crisis decision-
making at the cyber protection 
objects 

The situational center while operating in the 
information security system of the CPO shall, in 
accordance with the data in Fig. 1, ensure the 
collection, processing and analysis of 
information, as well as modeling the 
development of information threat to the CPO 
and the development and implementation of 
anti-crisis management to prevent the 
emergence of threats to information circulating 
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during functioning of the CPO, as well as to 
eliminate or minimize their consequences. 

Functioning which is shown in Fig. 1, 
schemes in the conditions of completeness of 
the initial information and the presence of one 
partial criterion for assessing the set of feasible 
solutions does not present difficulties in 
substantiating optimal anti-crisis solutions. On 
the other hand, modern problematic situations 
are characterized by incompleteness of 

knowledge (uncertainty) of the initial data and 
many particular evaluation criteria. Thus, the 
traditional approach based on the decomposition 
of the problem into two socalled independent 
problems – multiobjective optimization in 
deterministic, that is, without concidering 
uncertainty, formulation and decision-making 
under uncertainty for a scalar objective function 
in modern conditions, does not meet the 
requirements of practice under accuracy and 
efficiency. 
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Figure 1: Functional scheme of substantiation of optimal anti-crisis solutions to ensure the appropriate 
level of security of the cyber protection object, under uncertainty of input information for experts of 
the situational center 

 
This is due to the fact that the problem of 

multicriteria optimization is incorrect, because it 
allows to determine the solution only with 
precision in the field of compromise solutions, and 
its regularization to determine a single solution 
based on generalized multifactor scalar estimation, 
it is based on poorly structured, subjective expert 

assessments, the determination of which leads to 
large errors. On the other hand, methods of 
decision-making under the uncertainty under 
scalar estimate and the expected effect, without 
considering its multicriteria, are also not adequate. 
Therefore, there is the need to develop a 
methodology for comprehensive solutions to the 
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problem of decision-making, considering the 
multi-criteria and incomplete uncertainty of the 
original data. 

3. Risk assessment of threats to 
information circulating during the 
cyber defense object functioning  

Based on the basic postulates of the risk-
oriented approach, the risk indicator for the 
information circulating in the process of 
functioning of the CPO shall be represented as 
[11]: 

 


=

=
3

1i

.
i

. RR Inf
CPO

Inf
CPO ,                      (1) 

 
where .Inf

1CPOR  – is a risk indicator for information 
circulating during functioning of the CPO, which 
is characterized by the disclosure of information; 

.Inf
2CPOR  – is a risk indicator for the information 

circulating in the process of functioning of the 
CPO which is characterized by information 
leakage; .Inf

3CPOR  – is a risk indicator for computer 
information circulating during the functioning. 

The components of risk for the information 
circulating in the process of functioning of the 
CPO are presented in Fig. 2. The risk components 
for the information circulating in the process of 
functioning of the CPO are calculated by the 
formula: 

 
.Inf

j.iCPO
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j.iCPO
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where .Inf

j.iCPOP  – is assessment of the probability 

of exceeding the normative indicator for the j-th 
aspect of the i-th process of danger for the 
information circulating in the process of 
functioning of the CPO; .Inf

j.iCPOU  – is assessment 

of the damage from exceeding the normative 
indicator of the impact of the j-th aspect of the i-
th process of danger for the information 
circulating in the process of functioning of the 
CPO. 

At the same influence on the information 
circulating in the process of functioning of the 

CPO, several processes of danger, it is necessary 
to consider a possibility of display of synergetic 
effect. In this case, the probability of exceeding 
the norm for two common aspects of the danger to 
the information circulating in the process of 
functioning of the CPO shall be calculated as: 
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.Inf
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.Inf
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The assessment of the damage from exceeding 

the normative indicator is calculated as the 
amount of damage, the type of threat components 
for the information circulating in the process of 
functioning of the CPO. Total expected loss .Inf

CPOU  
is determined by the formula: 

 
=

j,i

.Inf
j.iCPO

.Inf
CPO UU ,                  (4) 

 
where .Inf

CPOU  – is the mathematical expectation of 
the general economic damage of the CPO from 
processes of danger for the information 
circulating in the process of functioning of the 
CPO; .Inf

j.iCPOU  – is the mathematical expectation 

of damage of the CPO concerning the risk of the 
j-th aspect of the i-th process of danger for the 
information circulating in the process of 
functioning of the CPO. 

Based on the material presented in the form of 
expressions (1)–(4) concerning the distribution of 
the risk-based approach to assessing the 
vulnerability of the CPO and based on the basic 
tenets of systems theory and synergetics, the level 
of the CPO protection in the probabilistic 
manifestation of various aspects of information 
threat of economic efficiency of functioning of 
system of information security of cyber protection 
object – SISCPOF , shall be written as an equation: 

 
( )SISCPO

.Inf
CPO

.Inf
CPO F,UZ = .             (5) 

The expression (5) is presented in the form of 
a general functionality, the solution to which is 
possible while conducting the audit by experts of 
the situation center under security in the probable 
manifestation of various aspects of the 
information threat process of a particular cyber 
protection object. 
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MAIN TYPES OF THREATS FOR INFORMATION CIRCULATING IN THE PROCESS OF CYBER PROTECTION 
PERFORMANCE DISCLOSURE OF INFORMATION 

Information leakage under the technical channels 

INFORMATION LEAKAGE 

Information leakage under the electromagnetic channel  
Information leakage under the electrical channel  
 Information leakage under the parametric channel (interception of information by “high-frequency irradiation” of technical means of acceptance, 
processing and storage of information) 
Information leakage under the vibration channel (analysis of the correspondence between the printed symbol and its acoustic image) 

Information leakage through communication channels 
Information leakage due to electromagnetic radiation of communication transmitters, modulated by an information signal (wiretapping of 
radiotelephones, cell phones, radio relay communication lines) 
Information leakage due to connection to communication lines 

Leakage of information through an induction communication channel, namely the effect of the appearance of an electromagnetic field around a 
high-frequency cable during the passage of information signals 
Leakage of information through parasitic communication channels, namely parasitic capacitive, inductive and resistive connections and guidance of 
closely spaced information transmission lines 

Leakage of speech information 
Leakage of information through the acoustic channel, where the propagation medium is air 
Leakage along the vibroacoustic channel, where the medium of propagation is enclosing building structures 

Leakage under the parametric channel (the result of the influence of the acoustic field on the circuit elements, which leads to the modulation of high-
frequency сигналу інформаційним) Leakage under the acoustoelectric channel (conversion of acoustic signals into electrical) 

Leakage under the optoelectronic (laser) channel (laser irradiation of vibrating surfaces) 

Leakage of information shown 
Leakage of information by observation of objects (optical devices and television cameras are used for observation during the day; night vision devices, 
thermal imagers, television cameras are used for night observation) 
Leakage of information by shooting objects (television and photographic means are used for shooting objects; portable camouflage cameras and TV 
cameras combined with video recording devices are used for shooting objects at close range per day) 
Information leakage by capturing documents (capturing documents using portable cameras) 

THREATS FOR COMPUTER INFORMATION 
Loss of information 

Alteration of information 
Unauthorized access to information 

Unauthorized access to information by viewing information (on computer screens, on printers, etc.) 

Unauthorized access to information by copying programs and data 
Unauthorized access to information by changing the flow of messages (including the use of bookmarks that change the transmitted information, while 
on the screen it remains unchanged) 
Unauthorized access to information by changing the configuration of computer tools (changing the cabling, changing the configuration of computers 
and peripherals during maintenance, downloading a third-party operating system to access information, installing an additional port for an external 
device, etc.) 
Unauthorized access to information by changing the location of computer facilities and/or mode of service and operating conditions 

Unauthorized access to information by unauthorized modification of control procedures (for example, when verifying the authenticity of an electronic 
signature if it is performed by software) 
Unauthorized access to information by forging and/or adding objects that are not legal, but have the basic properties of legal objects (for example, 
adding fake records to a file) 
Unauthorized access to information by adding fake processes and/or substituting genuine data processing processes with fake ones 

Unauthorized access to information by physically destroying hardware or interrupting the operation of computers in various ways in order to partially 
or completely destroy stored information 

 

 

Figure 2: The main types of threats to the information circulating during the functioning of the cyber 
protection object [11] 

 

4. Peculiar properties of decision 
support by experts of the 
situational center under 
uncertainty of the input 
information at emergence of 
threats to the information 
circulating in the process of 

functioning the cyber protection 
object 

In general [12–14], the admissible set of 
solutions contains subsets of consistent SX  and 
contradictory (compromise) CX solutions. A 
feature of the latter is the impossibility of 
improving any particular criterion )x(k j , 

n,1j =  without deteriorating the quality of at 
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least one particular criterion. In this case, by 
definition, an effective solution x necessarily 
belongs to the area of compromise. This means 
that the problem of multiobjective optimization  

 
,n,1j,)x(kextrargx j

Xx
==



           (6) 

 
has no solution, i.e. is incorrect according to 
Adamar, since in the general case it does not 
provide the definition of the only optimal solution 
from the set of compromises .X C  

Thus, the problem of multiobjective 
optimization arises. The main idea of the methods 
for solving a multicriteria decision-making 
problem (MDMP) is to develop a certain 
regularizing procedure that allows choosing a 
single solution from the area of compromises 

.X C  There are two possible approaches to the 
implementation of such a task: heuristic, when the 
decision-maker (DM) makes a choice based on 
their experience, and formal, based on some 
formal rules (compromise schemes). 

The main methods of regularizing the 
problem of multicriteria optimization are the 
principle of the main criterion, functional-cost 
analysis and the principle of sequential 
optimization. Each of the listed optimality 
principles has its own area of correct application 
and is used in engineering practice, but the most 
general and universal approach is based on the 
formation on a set of particular criteria 

 )x(кККК iзф ==  , n,1i =  of a generalized 
scalar estimate (criterion), which is often called a 
utility function of the form 

 
( ) ( ) ( )  ,m,1j,xK,FxPxK jj ==     (7) 

 
where j  − is the isomorphism coefficients that 
bring heterogeneous particular criteria ( )xK j  to 
isomorphic form. 

The theoretical basis for the formation of 
multicriteria scalar estimates is the utility theory, 
which assumes the existence of a quantitative 
assessment of the preference of decisions. It 
means that 

 
Xx,x 21  ,  21 xx  , то )x(P)x(P 21  , (8) 

 
where )x(P 1 , )x(P 2  – are the utility functions.  

In the general case, the converse is also true. 
Thus, utility is a quantitative measure of the 
“quality” of decisions, therefore 

 
).x(Pmaxargx

Xx
=                  (9) 

 
In this regard, the problem arises of 

substantiating the rule (metric), according to 
which the utility function is formed in the space 
of particular criteria )x(ki . 

It is crucial that there is no objective metric, 
and the principle of ranking decisions reflects the 
subjective preferences of a particular decision 
maker. 

Consider the systemological grounds for 
choosing the metric of the utility function. 

The synthesis of any mathematical model, 
including the synthesis of the utility function, 
presupposes the need to solve two interrelated 
problems: structural and parametric identification. 
The first of them provides for: identification of 
significant factors that affect the output of the 
model; structure definition, i.e. the kind of 
operator that determines the connection between 
the input and output data of the model. 

The solution to the problem of parametric 
identification is to determine the specific 
quantitative values of the model parameters. 

The problem of structural identification of a 
model is connected with the heuristic advance and 
verification of a hypothesis. In the case under 
consideration, the form of the decision utility 
function x  is determined by particular 
characteristics (criteria) ).x(ki   

The next step in solving the problem is to 
identify the type of operator F . There are most 
widely known two forms of the utility function: 
additive and multiplicative. 

Additive utility function. Fishbern made a 
great contribution to substantiating this 
hypothesis. He determined the necessary and 
sufficient conditions for the adequacy of the 
additive utility function for many cases. In the 
case of n  factors, the condition for the additivity 
of the utility function according to Fishbern can 
be formulated as follows: the factors n21 x,x,x   
are additively independent if the preference of 
lotteries on n21 x,x,x   depend only on their 
marginal probability distributions. 

Using this definition, we can formulate the 
main result of the theory of additive utility: 
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The multiplicative form of the utility function 

has the following form 
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The analysis showed that the multiplicative 

form does not allow considering the information 
about the weight coefficients. The disadvantage of 
the additive form is that it does not allow 
considering the nonlinearity and interconnection 
of particular criteria. 

Therefore, in the general case, a more 
universal structure of the utility function is 
needed, which would allow considering both the 
additive form and nonlinear effects. 

As such a universal form, the Kolmohorov-
Habor polynomial can be used, which in the 
general case has the form: 
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For the purposes of evaluating utility, it shall 

be modified by putting 00 = , as a result, it will 
take the form 
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Moreover, in most practical situations, it is 

sufficient to consider only the members of the 
second order. 

The Kolmohorov-Habor polynomial contains 
the fragments of the additive and multiplicative 
functions and is linear in parameters. Considering 
that, by expanding the space of variables by 
introducing additional variables such as 

lj

n

1i

n

1j
i zkk =

= =

, we obtain an additive function of 

the following form 
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Based on the above mentioned, we will 
consider the additive form in more detail, using 
model (10) for clarity. All particular criteria, by 
definition, have different dimensions, intervals 
and measurement scales, i.e. are not comparable 
to each other. 

Consequently, formula (9) is valid only if i  
considers the importance of particular criteria and, 
at the same time, are the isomorphism 
coefficients, i.e. lead heterogeneous )x(ki  to a 
single dimension and range of change. However, 
in the general case, it is difficult to determine the 
values of such isomorphism coefficients. This 
circumstance can be overcome by presenting the 
additive utility function in the following form: 

 

,)x(ka)x(P
n

1i

н
ii

=

=              (15) 

 
where iа  – is the relative dimensionless weight 
coefficients for which the constraints are satisfied 
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and )x(k н

i  – normalized, i.e. partial criteria 
reduced to isomorphic form. The criteria are 
normalized according to the formula 
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where )x(ki  – is the value of a particular 
criterion; НЛ

ik , HX
ik  – respectively, the best and 

worst value of the particular criterion, which he 
takes on the area of admissible solutions Xx . 

Depending on the type of extremum 
(direction of dominance) 
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The estimation model (15) is constructive 
only if the weighting coefficients ia of particular 
criteria are set by point quantitative values. As it 
was mentioned above, decision makers are the 
carriers of this information, which means that 
some procedures for obtaining it are necessary, 
i.e. solving the problem of parametric 
identification of the model. For various reasons, 
to obtain accurate quantitative information about 
the values ia  is not always possible, therefore, in 
the general case, the evaluation of the usefulness 
of decisions has to be carried out under conditions 
of a greater or lesser degree of uncertainty about 
the mutual importance of particular criteria. In 
general, the general model for determining the 
utility of a solution Xx  has a form 

 
 

 )x(k),a(JG)x(P ii= , ,n,1i =     (20) 
 
 
where )a(J i  – is the information about the 
values of the coefficients of relative importance. 

Extreme situations are ones when: 
1) the weight coefficients ia  are specified in 

the form of exact point quantitative values; 
2) information about the preference of 

particular criteria is completely absent. 
Typically, between these extremes, there are 

many situations with varying degrees of 
uncertainty in the assignment of weighting 
factors. 

Based on the presented approach, the problem 
of synthesizing a model for calculating the 
interval phased value of a scalar multifactorial 
assessment of the effectiveness (utility) of 
feasible solutions is solved in this study. 

It is assumed that the model for calculating 
the utility function in the general case is a certain 
fragment of the Kolmohorov-Habor polynomial, 
linear in parameters, but nonlinear in variables 
(partial criteria). This means that in the extended 
space of variables, the utility function model 

)x(P  can be viewed as an additive function of 
the form 
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where ia – is dimensionless weight coefficients 

that meet the requirements ;1a,1a0
n

1i
ii = 

=

)x(k H
i are normalized, that is, reduced to 

dimensionless form, the same metric and 
dominance direction, partial criteria; the “-” sign 
means interval uncertainty. 

An analysis of the features of the problem of 
multicriteria scalar estimates showed that fuzzy 
sets are a widespread form of representing 
uncertainties in model (21). Under the accepted 
assumptions, the parametric identification of the 
model of the multicriteria optimization problem 
(21) consists in determining the interval values of 
the parameters ia  and particular criteria )x(ki , 
their fuzzification and calculating the interval 
phased value of the solution utility function 

)x(P . 
Since the problem of multivariate estimation 

is an intellectual procedure and there are experts 
who are carriers of the input information, the 
problem of parametric identification of model 
parameters (21) is solved directly by the methods 
of expert assessment or by the method of 
comparative identification. 

The method of comparative identification of 
the additive model for scalar evaluation of the 
utility of alternatives is as follows. The input 
information is the relation of a strict or non-strict 
order, determined by experts on a set of 
admissible alternatives 
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where ~,  are the signs of advantage and 
equivalence correspond. According to the theory 
of utility for (22), the following relations hold: 
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Based on (23), one can compose a system of 

equations of the form 
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By substituting the utility function (21) into 

(24), we obtain a system of ia  irregularities that 
are linear with respect to the parameters, which 
determine the area of their possible values. The 
method of linear programming on the selected 
area determines the interval values ]a,a[ min

i
max
i  
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of the parameters. In this case, regardless of the 
method, interval estimates of the parameters are 
determined n,1i];a,a[a min

i
max
ii == , and the 

size of the intervals depends on the scatter of the 
subjective individual labels of experts. 

The interval uncertainty of the model 
variables (particular criteria) is determined by 
non-factors. Their analysis and accounting allows 
you to determine the range of possible values of 
each of them. 

The next stage in identifying the model (21) 
consists in its fuzzification, that is, in the choice 
of the type and parameters of the membership 
function of the interval parameters and changes. 

The weight coefficients ia  are interval fuzzy 
numbers, and the value of particular criteria can 
be specified both numerically, in the form of 
fuzzy numbers, and qualitatively, in the form of 
linguistic terms. 

5. Conclusions 

1. It is shown that the basis of the information 
security system of a cyber protection object shall 
be a classical control loop that provides collection, 
processing and analysis of information, as well as 
modeling the development of information danger 
at a cyber protection object and the development 
and implementation of anti-crisis management to 
prevent the emergence of threats to information 
circulating in the process of functioning of the 
cyber protection object, as well as the elimination 
or minimization of their consequences. 

2. The indicator of risk for information 
circulating during functioning of the cyber 
protection object is the sum between the 
indicators of risk of information disclosure and 
information leakage, as well as the indicator of 
risk for computer information circulating during 
functioning of the cyber protection object. 

The indicator of the risk of information 
leakage includes indicators of the risk of 
information leakage through technical channels, 
information leakage through communication 
channels, speech information leakage, as well as 
information leakage, shown information. 

The risk indicator for computer information 
includes indicators of the risk of loss and 
alteration of information, as well as obtaining 
unauthorized access to information. 

3. It is shown that while conducting the audit 
by the experts of the situational center under 
security in conditions of probabilistic 
manifestation of various aspects of the 

information threat process of a cyber protection 
object, the procedure for making management 
decisions is complicated by the fact that the 
necessary conditions for the effectiveness of 
decisions are their timeliness, completeness and 
optimality. Therefore, increasing the efficiency of 
the decisions made is associated with the need to 
solve the problem of multi-criteria optimization 
under the uncertainty, which requires the 
development of formal, normative methods and 
models for a comprehensive solution to the 
problem of decision-making under the multi-
criteria and uncertainty in managing the processes 
of preventing the occurrence of threats to 
information circulating during functioning of the 
cyber protection object, as well as elimination or 
minimization of their consequences. 

4. In order to solve the problem of multicriteria 
optimization under the uncertainty, in the study, 
firstly, it is formalized the methods for obtaining 
initial information about the advantages of a 
decision-maker, based on both traditional 
heuristic procedures for expert evaluation and 
formal methods of comparative identification. It 
is shown that regardless of the method of 
obtaining the initial information and the form of 
its presentation, the most adequate is the interval 
assessment of the preferences of the decision-
maker. Secondly, a model of a multicriteria scalar 
assessment of the usefulness of feasible 
alternative solutions has been synthesized. 

5. The presented results represent the scientific 
basis for the development of a support system for 
making anti-crisis decisions in critical situations 
by experts of the situational center to ensure the 
appropriate level of information security of the 
cyber protection object. 
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Abstract 
In order to reveal regularities in sequences of series lengths, it is necessary to justify an 
informative attribute possessing the following properties: 
1) is informative for the lengths of the binary series, taking into account the adaptation to the 
peculiarities of the formation of arrays of the binary mask of the differential frame. 
Here, it is required to provide a potential opportunity for reducing redundancy for arbitrary 
content of the bit plane; 
2) do not require significant computational costs for estimating and detecting regularities that do 
not exceed order )(nO ; 
3) to ensure that there are sharp structural differences for the binary indicators of the stationary 
and dynamic components of the differential frame represented. 
The compression ratio of the differential-represented frame's binary mask varies from 3 to 21 
depending on the correlation coefficient between adjacent frames. The most preferable method 
for constructing the compact representation technology of the binary masks of frames 
represented in a differential form is the approach. 
It will be developed an approach for reducing redundancy in arrays of a binary mask of a 
differential frame based on the requirements advanced. 
In order to take into account the proposed requirements, it is proposed to use the approach for 
code representation of the sequence of binary mask series lengths. Which is based on the 
discovery of regularities in the alphabet's power  . The data source alphabet is a set of values 
that message elements can accept. Then the power   of the message source alphabet is the 
number of different elements in the alphabet. One of the simpliest and at the same time effective 
codes that take account of restrictions on the alphabet's power are Bodo codes. The Bodo code 
corresponds to the first two requirements. 
 
Keywords 1 
Binary series, binary mask, differential frame, redundancy, indicator, component, Bodo code, 
compact representation. 
 
 

1. Introduction 

A simple Bodo element-by-element code 
provides information about: 

- the size of the computer memory; 
- the maximum value maxr  of the series length 

in the arrays of the differential frame's binary 
mask [1,2]. 

 
EMAIL: timochko.alex@gmail.com (A. 1); bpgpma@ukr.net (A. 
2); l_vv83@ukr.net (A. 3)  
ORCID: 0000-0002-4154-7876 (A. 1); 0000-0003-3216-1864  (A. 
2); 0000-0003-0771-2660 (A. 3) 
 

If a lengths sequence of binary series is given, 
i.e., },...,1{ Фrr=  then a simple Bodo code is 

formed from three stages: 
Stage 1. The maximum value of the length of 

the binary series is sought, for which the formula 
is used: 

)(
1

maxmax irФi
r


= .                   (1) 

Stage 2. The determination of the number of 
bits )(rL , which is required to represent the 
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maximum value of the binary series maxr  length, 
which is given by the relation: 

 
1]max2[log)( += rrL .                 (2) 

Step 3. The value )(rL  is writing at the 
beginning of the code representation and is the 
service information, which is indicating the code's 
description boundaries of the neighboring image 
elements [3-7]. After that, for every length of the 
binary series, a bit )(rL  is assigned to the code 
representation [8-10]. The total number of bits 

)(rL , which is required to represent all the 
lengths of a binary series is given by the 
expression: 

 
)()( rLФrL =

.                      (3) 
Bodo's simple block code consists in 

representing in each code word several elements 
of the original image fragment. For example, this 
situation occurs when several elements of the 
encoded sequence are represented in one 
computer word (one external memory register). 

2. Research of a compact 
representation of a differential-
represented frame's stationary 
component's binary mask array 

The Bodo method is mono-alphabetic. In this 
case, all elements of the processed sequence 
belong to the same alphabet. Such sequences are 
called mono-alphabetic [11-13]. 

However, the Bodo code does not meet the 
third requirement. This is due to the fact that the 
differential-represented frame's binary mask, 
under conditions of removal by a stationary 
camera, has a significant heterogeneity of the 
structural content. Under the heterogeneity of the 
structural content is understood that the stationary 
component can occupy a considerable space, cut 
by small elements of the dynamic component. In 
this case, the lengths )0(r  formed for the zero 
sequences will prevail over the length relative to 
the lengths )1(r  of the individual element 
sequences [14-17]. For such situation, the use of a 
power code in one alphabet will lead to the 
formation of code redundancy. Indeed, in 
accordance to the power code of one alphabet for 
all series lengths, regardless of their origin, code 
sequences of the same length )(rL  are formed. In 

this case, the total number of bits 
)(rL  per 

representation of the entire sequence of binary 
series lengths will be equal to: 

 


=

=

Ф

i irLrL
1

)()(  

Here are 

irL )(  - the number of bits per representation 
of the i-th element of the sequences of the mask's 
binary series lengths; 

Ф  - the number of the binary series lengths, 
which are formed for the binary mask array of the 
differential frame. 

At the same time, due to the heterogeneity of 
the structural content, the actual number of binary 
bits necessary to represent the entire sequence of 
binary series 


)(rL  lengths will be much less 

than the value 
)(rL , ie: 

 


 )()( rLrL  

This leads to the presence of code redundancy: 
 


−= )()( rLrLR  

This situation is due to the fact, that for the 
code representation of the  units' series lengths, a 
significantly smaller number of bits is required in 
comparison with the code representation of the 
zeros' series lengths, ie: 

 
))0(())1(( rLrL   

Here are 
))1((rL  - the number of bits for the code 

representation of the zeros series lengths; 
))0((rL - the number of bits for the code 

representation of the units' series lengths. 
In order to eliminate the code redundancy, it is 

proposed to use two alphabets for the sequence   
of binary series lengths [18]. The first alphabet 

0  is defined for the zeros series lengths, 

respectively the second alphabet 1  is defined for 

the lengths of the one sseries. This approach 
allows to take into account the presence of a sharp 
heterogeneity in the structural content of the 
binary mask array. Accordingly, the generation of 
a power code for such sequences will be realized 
using a two-alphabet scheme [19]. 

The essence of the scheme is that: 
1. The lengths of the zeros and ones series are 

formed, which are based on the array of the binary 
mask. 
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2. The entire sequence of binary series lengths 
is divided into two sub-sequences. 

The first sub-sequence is formed on the basis 
of the zeros' series lengths: 

 

}
0

)0(,...,1)0({)0(
Фrr=  

The second sub-sequence is formed on the 
basis of the units' series lengths: 

 

}
1

)1(,...,1)1({)1(
Фrr=  

Then the total number of bits per 
representation of the subsequences of the zeros' 
series lengths will be: 

 
max)0(2log0))0(( rФrL =

,    (4) 

And the total number of bits per sub-sequence 
representation of the units' series lengths will be: 

 
max)1(2log0))1(( rФrL =

.      (5) 

3. For each subsequence, own alphabet is 
forming, respectively, 1  and 0 . 

4. The power code is constructed in 
accordance with the constructed alphabets [20]. 

The power code is constructed according to the 
scheme, which is considered above, is called a 
two-halftone code. In other words, a two-
alphabetic power code is a power code generated 
for two-alphabetic sequences. 

Here, the sizes of the binary regions are taken 
into account as a result of identifying the binary 
series lengths. It will be shown, that for a two-
index power code relative to the binary series 
lengths of the differential frame's binary mask, the 
condition holds, i.e. provides a degree of 
compression: 

 

)1max)1(0max)0((2log

1

max)1(2log1max)0(2log0

Ф
r

Ф
r

Ф

i ir

rФrФ
мnмm

м




==

=
+

=

 

Here are 

0Ф -the number of the zeros' lengths for the 

binary mask of the differential-represented frame;  

1Ф - the number of units' series lengths for the 

binary mask of the differential-represented frame. 

Example. Let's calculate the number of digits 

)(rL  in order to represent the entire sequence of 
series lengths for the binary mask of the 
differential-represented frame Q due to a one-rate 
power code. 

First, let's define the maximum value of the 
binary series length maxr  in a sequence of binary 
series lengths

}37;36;15;54;43;12;191{ ======== rrrrrrr , 
which is based on expression 191 =r ; 51)( =rL  
bits; 12 =r ; 12)( =rL bit; 43 =r ; 23)( =rL  

bits; 54 =r ; 34)( =rL  bits; 15 =r ; 15)( =rL  
bit; 36 =r ; 26)( =rL  bits; 37 =r ; 27)( =rL

bits. 
The maximum binary mask series length of a 

differential-represented frame 19max =r . Then, 
on the basis of expression (2), the number of bits 
required to represent the maximum binary mask 
series length is equal to 5)( =rL  bits. 

The number of the binary series lengths is 
formed for the differential frame's binary mask's 
array 7=Ф . Then, on the basis of the expression 
(3) the total number of bits on the representation 
of the binary series lengths sequence will be equal 
to a 3575)( ==rL  bits. 

At the same time, 36 digits are required for the 
code representation of the original image 
fragment (the image fragment is classified as 
highly saturated with details having different 
dynamic components) [21]. Consequently, by 
applying a single-alphabetic power code for all 
sequences of series lengths, the binary mask size 
of the differential-represented frame will be 
reduced by 3%. 

At the same time, 36 bits are required for the 
code representation of the original image 
fragment (the image fragment is classified as 
highly saturated with details having different 
dynamic components). Therefore, due to the use 
of a double-alphabetic power code for the 
subsequences of the lengths of zeros and ones 
series. The differential-represented frame's binary 
mask volume will decrease by 20%. Also, due to 
the double-alphabetic power code, the volume of 
the differential-represented frame's binary mask is 
relative to the single-alphabet code will decrease 
by 17%. 
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3. Conclusions 

1. As the correlation coefficient between 
adjacent frames increases, the compression ratio 
of the differential-represented frame's binary 
mask increases. 

2. The compression ratio of the differential-
represented frame's binary mask varies from 3 to 
21 depending on the correlation coefficient 
between adjacent frames. 

3. Estimation of the bit representation's 
information content of the differential-
represented frame's binary mask on the basis of 
accounting for the nonequilibrium of the bases of 
the lengths of the binary series does not require an 
increase in the complexity of the software-
hardware implementation. 

4. Due to the double-alphabetic power code, 
the differential-represented frame's binary mask is 
relative to the single-alphabet code will decrease 
by 17%. 
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Abstract  
The article solves the problem of protecting decimal numbers used in systems of information 
transmission, processing and storage from unauthorized access with simultaneous correction of 
single errors in them and detection of error bursts. To protect the decimal number, each of its 
digits is first converted to a binary-decimal digit, and then, using a special table, into a binary-
coded permutation. After that, the digits of the decimal number themselves are mixed. The 
paper gives estimates of the level of secrecy of decimal numbers encoded in this way. Since 
each digit of a decimal number can contain one of 10 digits, 10 permutations are required to 
encode them. To obtain them, at least 4 elements 0, 1, 2, 3 are required. They form 24 
permutations, of which 14 are redundant. Specially selected 10 binary-coded permutations out 
of 24 form a binary-coded permutation code with a minimum code distance equal to 4. This 
allows correction of any single error and detection of double errors on the set of permutations. 
 
Keywords 
Information protection, numerical codes, secrecy, permutations, errors, noise immunity 
 
  

1. Introduction  

In practice, binary-decimal codes have become 
widespread, with the help of which information 
from various sensors is extracted and transmitted, 
for example, information about the amount of 
consumed thermal and electrical energy, water 
and other similar indications. Usually, each 
binary-decimal digit taken from the sensor is 
transmitted over a communication channel, 
essentially a telecommunication system, which 
includes a buffer memory with an encoder, a 
communication line, an information display 
device, and a receiver with a decoder [1]. The 
communication line can be both wired and 
mobile, using radio communication. In the latter 
case, information can be transmitted directly to 
moving objects, such as cars. 1 

However, the transmitted information in some 
cases must be protected from unauthorized access. 
To do this, the binary-decimal digits of each 
decimal number are uniformly mixed using the 
appropriate tables. At the receiving end, these 
tables allow to restore the original information. 
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They are, in essence, cipher keys. Moreover, the 
secrecy of the mixed each binary-decimal place 
can be significantly increased by additional 
mixing of the bits of binary-decimal numbers. 

However, in addition to protecting against 
unauthorized access, it is often required to further 
increase the noise immunity of the transmitted 
binary-decimal numbers. 

Binary-decimal coding protects to a certain 
extent the transmitted or stored decimal digits 
from interference due to the redundancy of a 
binary-decimal code containing sixteen four-bit 
binary-decimal code words. However, the level of 
protection against interference is still low, 
although for a number of practical cases it may be 
acceptable. Therefore, it became necessary to 
increase it. 

 It was proposed to solve this problem in [1-4] 
using binary-decimal error-correcting codes, 
which are essentially decimal digits encoded with 
error-resistant combinations. For this purpose in 
[1] the coding of binary-decimal digits by 
equilibrium code combinations was introduced, 
which significantly increased the ability of the 
telecommunications system to detect errors [1-4].  
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To assess the noise immunity of such codes, it 
was proposed to use formulas for the probabilities 
of transition of code combinations into classes of 
correct combinations, allowed erroneous 
combinations that are not detected and forbidden 
combinations that can be detected [5]. According 
to the results of the analysis, it was concluded that 
the use of equilibrium codes provides the 
requirements of the reliability class I1 of the 
international standard IEC 870-5-1-95 in the 
whole range of failure levels of one bit of 
information [1].  

At the same time, the secrecy of information 
was increased, since there was no reliable test for 
unravelling their values, because statistics for 
decimal digits presented in the form of 
equilibrium code combinations does not help 
well, unlike text information, for the decoding of 
which the statistical probabilities of letters play an 
essential role. 

However, errors in the transmission of decimal 
digits by equilibrium code combinations are 
difficult to eliminate, and the implementation of 
ARQ in mobile communications is sometimes 
difficult. Therefore, the task arose of developing a 
telecommunication system that would not only 
detect errors, but also correct them, using 
inseparable codes, in order to hide the true value 
of decimal digits during transmission.  

2. Problem statement 

The task of this work is to increase the noise 
immunity of transmitted binary-decimal digits, 
accompanied by error correction, with sufficient 
protection against unauthorized access. 

For this, it is proposed to enhance the noise 
immunity of binary-decimal information by using 
inseparable codes on permutations, since, on the 
one hand, they allow error detection and 
correction, and on the other hand, they can hide 
the true information deeper. 

Permutations are widespread in mathematics. 
Permutations are used in abstract algebra, and 
they are also used to solve combinatorial 
optimization problems, for example, the travelling 
salesman problem [6-8]. 

In addition to solving mathematical problems, 
permutations are used in practical problems of 
protecting information from unauthorized access 
[9-16]. The area of their possible application is 
constantly expanding. Along with this, 
permutations successfully solve the problem of 
anti-jamming coding, since by their nature they 

contain redundant information, which makes it 
relatively easy to find and, which is especially 
important for small mobile devices, to eliminate 
errors in messages transmitted with their help 
[17,18]. In addition, the permutations make it 
possible to combine solutions to the problems of 
anti-jamming coding with effective protection of 
information from unauthorized access. 

3. Coding with permutations 

Any finite sequence of distinct elements of 
length n is a permutation. While any symbols can 
be elements of permutations, most often numbers 
are used as them. For example, a sequence of four 
different digits 0123 would be a permutation of 
length n = 4. At the same time, a sequence of 1011 
of length n = 4 would not be a permutation, since 
it only consists of two different repeating 
elements 0 and 1. 

The set of n! permutations of length n forms a 
permutation code. The difference n·log2n - log2n! 
forms redundant information of this code, which 
with increasing of n can reach a significant value, 
determining the high noise immunity of codes on 
permutations. In addition, permutations do not 
have repeating elements and, therefore, obtaining 
their statistics is difficult. It can be obtained, with 
high effort, only on a large number of 
permutations, which greatly complicates the 
deciphering of information hidden in the 
permutations. 

In the tasks of anti-jamming coding and 
information protection the elements of 
permutations are represented in binary form. Such 
their representation will be called binary-coded. 
The number of binary bits in binary-coded 
permutations is defined as the whole logarithm of 
the permutation elements number n: 

m=⌈ log2n ⌉ (1) 
10 different binary-coded permutations are 

required to encode binary-decimal information. 
Therefore, the minimum value of n that can 
provide the required number of permutations will 
be 4, since 4 × 3 × 2 = 24 > 10. Of these 24 
permutations, 10 permutations are used to encode 
10 binary-decimal digits. Each of them encodes 
one of the digits, for example, permutation 0123 
is used to encode 0. The remaining 14 possible 
permutations are redundant. One of the possible 
variants of representation of binary-decimal digits 
by permutations is shown in Table 1. Together, 
binary-decimal digits in Table 1 form a binary-
decimal code (2-10 code). 
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Table 1 
Coding with permutations 

№ 2-10 code Permutations 

0 0000 0123 
1 0001 0132 
2 0010 0213 
3 0011 0231 
4 0100 0312 
5 0101 0321 
6 0110 1023 
7 0111 1032 
8 1000 1203 
9 1001 1230 

3.1. Information secrecy 

The number of encoding variants of binary-
decimal digits by permutations will be equal to the 
number of combinations 10 out of 24, each of 
which can be specified by the corresponding table, 
like Table 1. Each of these variants, in turn, can 
be represented by one of 10! permutations 
encoding 10 digits, each of which can also be 
represented in the form of a table. Each of these 
tables can act as a cipher key, consisting of 
10!·C10

24 permutations for one decimal place. 
In addition, the decimal digits, the number of 

which is equal to k, can also be shuffled in various 
ways during their transmission. Accordingly, the 
total number of permutation variants that can be 
used to encrypt the decimal permutation code will 
be equal to M = k!·10!· ·C10

24. If k, for example, 
equals 10, then the number of variants of the 
cipher M = 10!·10· ·C10

24= 2.58·1019. This is a 
fairly large number of brute force options required 
to break the cipher. It should be borne in mind that 
the statistics of the numbers in the permutation 
cipher is poorly expressed, which greatly 
complicates its disclosure. The dependence of the 
M value, which characterizes the complexity of 
the proposed cipher disclosure, from the 
parameter k is shown in Table 2 and in the graph 
Figure 1. 

 
 

Table 2 
Number of permutations М  

k  M  k  M 

1 7.11·1012  5 8.54·1014 
2 1.42·1013  6 5.12·1015 
3 4.27·1013  7 3.58·1016 
4 1.70·1014  8 2.86·1017 

k  M  k  M 

9 2.58·1018  15 9.30·1024 
10 2.58·1019  16 1.48·1026 
11 2.84·1020  17 2.53·1027 
12 3.40·1021  18 4.55·1028 
13 4.43·1022  19 8.65·1029 
14 6.20·1023  20 1.73·1031 

 

 
Figure 1: Graph of M versus k 

3.2. Evaluation of the noise 
immunity of the code on 
permutations 

In addition to secrecy, permutations can 
significantly increase the noise immunity of the 
binary-decimal code. This is due to the fact that 
the binary-coded representation of such 
permutations according to formula (1) will 
contain four digits of length m = 2. Permutations 
P of length n = 4 and their binary-coded 
representation BCP are presented in Table 3. 

 
 Table 3 
  Binary-coded permutations 

P BCP P BCP 

0123 00 01 10 11 2013 10 00 01 11 
0132 00 01 11 10 2031 10 00 11 01 
0213 00 10 01 11  2103 10 01 00 11 
0231 00 10 11 01 2130 10 01 11 00 
0312 00 11 01 10 2301 10 11 00 01 
0321 00 11 10 01 2310 10 11 01 00 
1023 01 00 10 11 3012 11 00 01 10 
1032 01 00 11 10 3021 11 00 10 01 
1203 01 10 00 11 3102 11 01 00 10 
1230 01 10 11 00 3120 11 01 10 00 
1302 01 11 00 10 3201 11 10 00 01 
1320 01 11 10 00 3210 11 10 01 00 

1

10000

1E+08

1E+12

1E+16

1E+20

1E+24

1E+28

1E+32

1 3 5 7 9 11 13 15 17 19
k

M
1032

1028

1024

1020

1016

1012

108

104

100

70



Each permutation differs from others by at 
least two elements, and therefore, the minimum 
code distance in a binary code on permutations is 
2. Such a code distance allows detecting in binary-
coded permutations all single errors, as well as all 
errors of odd multiplicity 1, 3, 5, ... 

Increasing the code distance will improve the 
noise immunity of binary-coded permutations. To 
achieve this, out of all 24 permutations of length 
n = 4, 10 allowed permutations should be selected, 
as shown in Table 4, which differ from each other 
by three elements, and thereby ensure the 
minimum code distance between their binary 
representations equal to 4. This allows not only 
detecting double errors in binary-coded 
permutations, but also correcting any single error 
in them.  

 
Table 4 
Permutations with minimum code distance 4 

P BCP P BCP 

0123 00 01 10 11 2013 10 00 01 11 
0231 00 10 11 01 2130 10 01 11 00 
0312 00 11 01 10 2301 10 11 00 01 
1203 01 10 00 11 3021 11 00 10 01 
1320 01 11 10 00 3102 11 01 00 10 

 

3.2.1. The fraction of detected errors 

The noise immunity of a code on binary-coded 
permutations can be estimated using a 
characteristic called the fraction of detected errors 
D [5, 18]. It shows the probability with which any 
error translates the permutation into a forbidden 
combination that can be detected. The D value is 
defined as the ratio of the number of forbidden 
combinations Zf to the total number of 
combinations D = Zf / nn = 246 / 256 = 0.96. 

4. Error detection  

A transmission error can translate a binary-
coded permutation into either a forbidden 
combination that is not a permutation, or into one 
of the permutations. In the case where an error 
converts a permutation to a non-permutation 
combination, it can be easily detected as follows. 

First, since all permutations contain the same 
elements, arranged in a different order, the sum of 
the binary numbers encoding these elements must 
remain constant. It forms a checksum, the same 
for all permutations, equal to 

S = n·(n - 1) / 2 . (2) 
It can be used to detect erroneous 

combinations, the checksum of which does not 
coincide with the value determined by the formula 
(2) [17]. For the considered code on permutations, 
such a checksum is equal to S = 4·(4 - 1) / 2 = 6.  

Example 1. On the receiving side, during 
permutation transmitting, a sequence of elements 
1231 was received, which is not a permutation. 
Counting the sum of these elements gives the 
result 1 + 2 + 3 + 1 = 7. This number does not 
coincide with the checksum value obtained above 
for the code on permutations S = 6. This means 
that the resulting sequence is not a permutation 
and contains an error. 

Second, the appearance of two or more 
identical elements in a permutation, during its 
transmission or storage obviously transforms it 
into a combination that is not a permutation. Then, 
by comparing the elements of the transmitted 
combinations on the receiving side, it is possible 
to establish whether they are permutations or not. 

Example 2. On the receiving side, a sequence 
of elements 1231 was obtained. As a result of 
comparing the first element of this sequence with 
all other elements, it is found that it coincides with 
the fourth element: 1 23 1. Therefore, the resulting 
sequence is not a permutation and contains an 
error. 

4.1. Double error detection  

In the case when a double error occurs during 
the transmission of a binary-coded permutation, it 
can translate into one of the 14 forbidden 
permutations. The fact that the allowed 
permutation can translate solely into the forbidden 
permutation is explained by using for the 
encoding of numerical information only 
permutations with the minimum code distance 4. 
Such an error can be detected on the receiving side 
by comparing the received permutation with all 
allowed permutations given in Table. 4. If a match 
of the received permutation with one of the 10 
allowed permutations is found, then the decision 
is made that it is correct; otherwise it is forbidden 
and contains a double error. 

Example 3. Permutation 0123 (00 01 10 11) 
after the interference translated into permutation 
1023 (01 00 10 11). Comparing this permutation 
with all allowed permutations presented in Table 
4, shows no coincidence with any of them and, 
accordingly, indicates that it is forbidden. 
Therefore, it contains a double error. Indeed, in 
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the permutation 0123 0 transformed into to 1, and 
1 into 0. 

4.2. Error correction  

Comparing a binary-coded permutation 
containing an error in any element with all 10 
allowed permutations allows a single error to be 
corrected. All permutations except one will differ 
from the erroneous sequence by more than one 
element. Any permitted permutation that differs 
from a permutation with an error in one element 
will be considered its corrected value. 

Example 4. On the receiving side, a sequence 
of elements 1231 was received. By calculating the 
checksum and comparing the elements with each 
other, it is found that this sequence is not a 
permutation, which means that it contains an 
error. Since the minimum coding distance for 
permutations of Table 4 is 4, it is possible to 
correct a single error. To correct it, the erroneous 
sequence 1231 is compared with all allowed 
permutations in Table 4. As a result of this 
comparison, it is found that among the allowed 
permutations only one permutation 0231 differs 
from the obtained sequence by one element. This 
permutation is recorded as the correct value of the 
received sequence: 1231 → 0231. 

However, the use of specially selected 
permutations for detecting double errors and 
correcting single errors reduces the level of 
secrecy of information, since the opponent can 
start breaking the cipher just from the analysis of 
these permutations. Therefore, it is necessary to 
weigh what is more important for the transmission 
of information, its noise immunity or secrecy, and 
accordingly choose the method of protecting 
decimal digits from interference. 

4.3. Algorithm for detecting and 
correcting errors 

The error detection and correction algorithm 
contains the following steps. 

Step 1. In the received binary combination of 
8 bits, the sum of its permutation elements, each 
of which consists of 2 binary digits, is calculated. 
If the calculated value equals 6, then it is 
considered as one of 24 binary-coded 
permutations, which may be correct or incorrect. 

Step 2. The received permutation is compared 
with 10 allowed binary-coded permutations 
representing decimal digits. In the case when there 

is allowed permutation that coincides with the 
received permutation, then it is written as correct. 
If it differs from all the allowed permutations by 
the value of two or more elements, then it is 
erroneous and can be corrected by ARQ. 

Step 3. If the calculated value doesn’t equal 6, 
then the received binary combination is an 
erroneous sequence that is not a permutation. In 
this case, some of its elements have the same 
value. If the received sequence differs from one of 
the 10 allowed permutations in only one element, 
then this one permutation will be the corrected 
permutation. In other case the error can only be 
corrected by ARQ. 

5. Conclusions 

The inseparable code on permutations 
proposed in the work for encoding digits allows 
solving the problem of digital information 
transmission secrecy, and at the same time ensures 
its noise immunity. Wherein, the secrecy of 
information can reach acceptable values for many 
applications due to the special properties of the 
permutations, which make it possible to hide the 
statistics of the transmitted decimal digits. 

Along with the secrecy the permutations can 
effectively solve the problem of increasing the 
noise immunity of the transmitted digits. They 
allow detection of errors bursts and fix single 
errors. It is also important that the considered 
methods of detecting and correcting errors in 
permutations, used to encode decimal digits, are 
quite simple to implement. 
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Abstract 
The article considers the issue of assessing the combat potential of a strike unmanned aerial 
vehicle. An analysis of existing methods for assessing the combat potential of manned aircraft 
and found that they often use methods of expert assessment, which require a significant number 
of experienced experts and are quite time consuming. The scientific and methodical apparatus 
for calculations is given: probabilities of unmanned aerial vehicle damage for one departure 
and for a certain number of departures; mathematical expectation (average number) of combat 
sorties; mathematical expectation (average value) of the number of single targets hit in one 
combat flight by an unmanned aerial vehicle; the maximum value of the mathematical 
expectation (average value) of the relative number of single targets hit in one combat flight by 
an unmanned aerial vehicle; mathematical expectation of the number of single targets hit by an 
unmanned aerial vehicle; maximum mathematical value expectations of the number of single 
targets hit by an unmanned aerial vehicle for the entire period of life; the coefficient of combat 
potential of the unmanned aerial vehicle; the average combat potential of an unmanned aerial 
vehicle. The construction of a mathematical model of combat potentials of strike unmanned 
aerial vehicles based on a block-hierarchical approach is carried out. In this approach, the 
mathematical model of the modeling object is not represented as a function of many variables, 
but as a hierarchy of models of much smaller dimension. The basis for building a hierarchy of 
models is the physical content of the modeling object and the patterns it reflects. 

 
Keywords  1 
group of manned and unmanned aerial vehicles, combat potentials of unmanned aerial vehicles, 
indicators of combat effectiveness, unmanned aerial vehicle, methods of calculating combat potential. 
 

 

1. Introduction 
In the field of unmanned aerial vehicles, there 

is a transition from the single use of unmanned 
aerial vehicles (UAVs) to the group (mass) use in 
cooperation with manned aircraft. In addition to 
reconnaissance tasks and individual tasks of 
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combat support of manned aircraft, strike tasks of 
UAVs are becoming increasingly important [1-6]. 
This raises the questions of the assessment of the 
combat potential (CP) of strike UAVs. 

The problem is that the methods of estimating 
of the CP of UAVs, which are similar to the 
methods of estimating of the CP of manned 
aircraft, have not found appropriate distribution. 
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The known methods of estimating of the combat 
potential of the manned aircraft are based mainly 
on the methods of expert assessments [7, 8, 9, 10]. 
This is a quite time-consuming process and 
requires the involvement of a significant number 
of experts with experience in combat use of 
aircraft. The application of such methods for a 
large number of existing and perspective UAVs is 
problematic and practically impossible to 
implement. Therefore, there is a need to develop 
approaches to the assessment of the CP of UAVs, 
which do not require the use of expert assessment 
methods. 

Analysis of the recent researches and 
publications 

In [7] it was noted that in the late 50s of the last 
century the military authorities had the need for a 
simple and clear way to compare different types 
of weapons to solve combat tasks and correctly 
calculate the balance of forces of the parties in 
operations. This was due to the fact that with the 
increase in the variety of weapons and their 
increasingly narrow specialization, it became 
almost impossible to determine the ratio of forces 
by the ratio of individual types of weapons. It was 
assumed that different types of weapons could be 
compared in terms of contribution to the end result 
of hostilities, and therefore each of them could be 
assigned a weight efficiency factor. Over time, 
this factor has been defined as the combat 
potential (CP) of the sample of armaments. CP of 
the sample of armaments could be considered as a 
criterion of the totality of samples of armaments 
for its contribution to the achievement of the 
objectives of an operation (hostilities). 

Initially, the СP of armaments samples were 
determined either empirically, based on statistics 
obtained from past wars (armed conflicts) [7], or 
by methods of expert evaluation. 

In the 80s years of the last century the methods 
of mathematical modeling of hostilities [8] began 
to be used to determine the CP. The special studies 
conducted on mathematical models of combat 
operations have revealed that there is no constant 
uniform measure of comparison of different types 
of weapons. CP of a sample of armaments – is a 
variable value and it is determined not only by its 
characteristics, but also by its quantity, structure 
of armaments of confronting groups, type of 
operation, quality of management, combat and 
other types of maintenance and by other 
operational factors. 

The construction of mathematical models of 
aircraft CP, which take into account a fairly 
complete list of aircraft characteristics and 

conditions of their use, proved to be quite a 
problematic task. An alternative solution of this 
problem remains the methods of expert 
assessments. 

The purpose of the article is to determine the 
approach to construction of a mathematical model 
for calculating the combat potential of a strike 
UAV without the involvement of expert or other 
“fuzzy” information. 

2. Presentation of the main material 

The difficulty of constructing analytical 
mathematical models for calculating the CP of 
aircraft functionally related to the characteristics 
of aircraft, their weapons and parameters of 
combat conditions, can be attributed to the non-
integrability of the vast majority of systems of 
differential equations [11]. Including differential 
equations that adequately describe the fighting. 
Regressive mathematical models, which can be 
built on the basis of mathematical modeling data 
(numerical experiments) or expert survey data, 
have significant shortcomings and limitations 
[12]. They do not provide a full-fledged 
replacement for analytical models. In this article, 
the construction of a mathematical model of CP of 
UAVs is based on a block-hierarchical 
(decomposition) approach. In this approach, the 
mathematical model of the modeling object (CP 
of UAV) is not represented as a function of many 
variables, but as a hierarchy of models of much 
smaller dimensions. The basis for building a 
hierarchy of models, as will be noted below, is the 
physical content of the modeling object and the 
patterns it reflects [13]. 

The concept of “combat potential of a sample 
of weapons”, judging by its various definitions 
[14], still remains controversial. Below, for 
example, there are two different definitions of 
“the combat potential of a sample of weapons”. 

Combat potential of a sample of weapons is an 
integral indicator that characterizes the maximum 
set of tasks performed by the sample weapons and 
military equipment (WME) for the intended 
purpose in the implementation of the limit tactical 
and technical characteristics (TTC) for the typical 
operating time in typical design conditions [15, 
16]. 

The combat potential of a sample of weapons 
is an integral indicator that characterizes the 
maximum amount of combat tasks that can 
perform a sample of weapons for its functional 
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purpose in the given (calculated) conditions of use 
during its existence [17]. 

In the definition [17], the most significant 
difference from the definition [15] is that the key 
feature is not a vague feature – the characteristic 
time, but the time of existence of the sample of 
weapons before its defeat. In particular, if the 
characteristic time is taken as a time interval that 
is less than the lifetime of the sample, the combat 
potential will be determined essentially by the fire 
performance or firepower of the sample. But the 
concept of “fire performance” reflects the 
meaning of a different indicator than “combat 
potential”, because it does not take into account 
the ability of the weapon to survive in the face of 
the enemy and continue to function. 

As shown in [13], the overall purpose of the 
operation of weapons at the highest level is 
divided into two partial tasks – the failure of 
enemy targets and maintaining the functioning of 
their own means. This follows from the basic law 
of armed fight. The indicator that describes the 
first task can be “fire performance” or “firepower” 
of the weapon. The indicator that describes the 
second task – “survivability”. The other properties 
of the weapon are the means to achieve the main 
properties. 

It is the indicator “combat potential of the 
sample of weapons”, which combines the 
indicators of “firepower” and “survivability” 
should be used in conceptual research on the 
formation of basic requirements for UAVs on a 
complex criterion of “combat potential – cost”. 

The model of combat operations of reusable 
UAVs can be thought of as a series of repetitive 
combat sorties in each of which it hits a number 
of targets. Each subsequent flight can be 
performed provided that the previous ones were 
performed. 

Suppose that in the process of performing a 
combat sortie UAV is exposed to fire from the 
enemy with an intensity of λ, which leads to its 
defeat in one sortie with probability 𝑃𝑈𝐴𝑉1 [18]. 
Assuming the Poisson nature of fire effects, this 
probability is determined by: 

𝑃𝑈𝐴𝑉1 = 1 − 𝑒−𝜆𝑃1𝑡𝑐𝑓 (1) 

where  𝑃1 – conditional probability of the 
sample damage under one 
exposure; 

𝑡𝑐𝑓 – duration of the combat flight 
The number of combat sorties that a UAV can 

perform before its defeat is a random variable. 
When performing n combat sorties UAV will be 
struck with a probability of 𝑊𝑛: 

𝑊𝑛 = 1 − (1 − 𝑃𝑈𝐴𝑉1)𝑛 (2) 
Mathematical expectation (the average 

number) of combat sorties is determined by the 
ratio of this probability to the probability of defeat 
in one combat sortie: 

𝑛̅ =
1 − (1 − 𝑃𝑈𝐴𝑉1)

𝑛

𝑃𝑈𝐴𝑉1
 

 

(3) 

For multiple UAVs n>>1 і n  and is reduced to 
the inverse probability 𝑃𝑈𝐴𝑉: 

𝑛̅ =
1

𝑃𝑈𝐴𝑉1
 

 

(4) 

The mathematical expectation (average value) 
of the number of single targets hit in one UAV 
combat flight is determined by the number of 
successful target attacks during the combat flight. 
It is limited by the number of means of destruction 
in combat charge. It is assumed that the 
ammunition of the aircraft consists of the same 
type of means of destruction, and launches on one 
target is carried out by only one means of 
destruction. This simplification is not 
fundamental and allows you to reduce the 
recording of basic expressions in the article. 
Expression for mathematical expectation (average 
value) of the relative number of single targets hit 
in one UAV combat flight: 

𝑀 [𝑁𝑃𝑇𝑖𝑗

𝑘 ]

𝑁𝑇𝑖𝑗

𝑘 = 𝑃𝑃𝑇𝑖𝑗
∙ 𝑃𝑇𝑖𝑗1

∙ 𝑚𝑖
𝑘 (5) 

where 
𝑁𝑃𝑇𝑖𝑗

𝑘  
– the number of single potential 

targets of the j-type, hit in the k-
combat flight of the UAV by 
means of the i-type; 

𝑀 [𝑁𝑃𝑇𝑖𝑗

𝑘 ] – mathematical expectation of the 
number of single targets of the j-
type, struck in the k-combat 
flight of the UAV by means of 
the i-type; 

𝑃𝑃𝑇𝑖𝑗
 – the probability of fulfilling the 

conditions preceding the launch 
(reset, etc.) of the means of 
defeat of the i-type on the target 
of the j-type: detection and 
recognition of the target by 
external means, long-range 
guidance, target detection by 
own means of UAVs, target 
attack. Depending on the 
problem to be solved and the 
method of using the UAV, the 
composition of the stages of 
preparation for the launch of the 
means of destruction may differ 
from the above. For example, in 
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the case of an autonomous 
method of UAV application, the 
stages of external targeting may 
be absent, and target detection 
and recognition may be carried 
out by its own means; 

𝑃𝑇𝑖𝑗1
 – the probability of defeat by one 

means of defeat of the i-type of 
the j-type target; 

𝑚𝑖
𝑘 – the number of means of defeat of 

the i-type AV used in the k-
combat flight; 

The maximum value of the mathematical 
expectation (average value) of the relative number 
of single targets hit in one combat flight of UAVs 
is determined by the expression: 

𝑚𝑎𝑥
𝑀 [𝑁𝑃𝑇𝑖𝑗

𝑘 ]

𝑁𝑇𝑖𝑗

𝑘 = 𝑃𝑃𝑇𝑖𝑗
∙ 𝑃𝑇𝑖𝑗1

∙ 𝑚𝑀𝐷𝑖

𝑘  (6) 

where 𝑚𝑀𝐷𝑖

𝑘  – the total number of means 
of defeat of the i-type 
aircraft, used in the k-
combat flight. 

For the entire period of the UAV's life, ie 
during n  combat sorties, the mathematical 
expectation of the number of single targets hit by 
the UAV: 

𝑀 [𝑁𝑇𝑖𝑗
] = ∑ 𝑀 [𝑁𝑇𝑖𝑗

𝑘 ]

𝑛̅

𝑘=1

 (7) 

The maximum value of the mathematical 
expectation of the number of single targets hit 
during the entire life of the UAV, ie during n
combat sorties by definition is the UAV CP as to 
destruction by i-type means of the j-type targets: 

𝐶𝑃𝑈𝐴𝑉𝑖𝑗
= 𝑚𝑎𝑥 ∑ 𝑀 [𝑁𝑃𝑇𝑖𝑗

𝑘 ]

𝑛̅

𝑘=1

 

=𝑁𝑇𝑖𝑗
∙ 𝑃𝑃𝑇𝑖𝑗

∙ 𝑃𝑇𝑖𝑗1
∙ 𝑚̅𝑀𝐷𝑖

∙ 𝑛̅ 

(8) 

or 

𝐶𝑃𝑈𝐴𝑉𝑖𝑗
= 𝑚𝑎𝑥 ∑ 𝑀 [𝑁𝑃𝑇𝑖𝑗

𝑘 ]

𝑛̅

𝑘=1

 

=𝑁̅𝑇𝑖𝑗
∙ 𝑃𝑃𝑇𝑖𝑗

∙ 𝑃𝑇𝑖𝑗1
∙

𝑃𝑇1𝑖𝑗

𝑃𝑈𝐴𝑉1
𝑚̅𝑀𝐷𝑖

 

(9) 

 
where 𝑚̅𝑀𝐷𝑖

 – the average value of the number 
of means of aircraft destruction 
(combat kits) of i-type on 
departures; 

𝑁̅𝑇𝑖𝑗
 – the average number of single 

potential targets of the j-type, 
affected by means of the i-type 
on departures. 

If the CP of UAV is already known, which can 
be taken as a reference, it is more convenient to 
use the CP coefficient instead of the CP. It is 
determined by the ratio of the CP of UAV to the 
reference CP of UAV. It is assumed that UAVs 
are used in similar conditions. In this case, 
expression (9) is simplified because the variables 
𝑁𝑇𝑖𝑗

 are reduced: 

𝐾𝐶𝑃𝑈𝐴𝑉𝑖𝑗
=

𝑃𝑃𝑇𝑖𝑗

𝑃𝑃𝑇𝑖𝑗

𝑅𝐸𝐹 ∙
𝑃𝑇1𝑖𝑗

𝑃𝑇1𝑖𝑗

𝑅𝐸𝐹 ∙
𝑃𝑈𝐴𝑉1

𝑃𝑈𝐴𝑉1
𝑅𝐸𝐹 ∙

𝑚̅𝑀𝐷𝑖

𝑃𝑀𝐷𝑖

𝑅𝐸𝐹  (10) 

The CP coefficient has a clear physical 
meaning. It is reduced to the product of the ratios 
of the indicators of effectiveness of the 
destruction means, the number of means in the 
ammunition and the inverse ratio of survivability. 

Model (10) can be applied during researches at 
the initial stages of UAV creation (external 
design) when searching for a design compromise 
between the combat potential and the cost of 
UAVs. 

To optimize (select) the options of technical 
and design solutions of UAVs, it is necessary to 
use the dependences of the generalized indicators 
< 𝑃𝑃𝑇𝑖𝑗

, 𝑃𝑇1𝑖𝑗
, 𝑃𝑈𝐴𝑉1, 𝑚̅𝑀𝐷𝑖

> of the TTC of 
UAVs. Such dependences should be considered as 
components of mathematical models of CP. 

𝐾𝐶𝑃𝑈𝐴𝑉𝑖𝑗
 in (10) is an element of the matrix, 

where the types of means by which the UAV will 
hit the enemy's targets are indicated in the lines, 
and the types of targets - in the columns. 

The matrix (10) is similar to the matrix of 
efficiency of application of different models of 
weapons in different conditions. The use of the 
data contained in the matrix (10) depends on the 
objectives of research and the method of decision-
making based on them. 

For example, in comparing 𝐾𝐶𝑃𝑈𝐴𝑉𝑖𝑗
 of 

different UAVs, several different approaches can 
be used to select the best option. 

The simplest approach is to collapse the matrix 
(10) into a scalar quantity. Then the average CP of 
UAV is determined: 

𝐾𝐶𝑃𝑈𝐴𝑉
=

1

𝑀 ∙ 𝑁
∙ ∑ ∑ 𝛼𝑖 ∙ 𝛽𝑗 ∙ 𝐾𝐶𝑃 𝑈𝐴𝑉𝑖𝑗

𝑀

𝑗=1

𝑁

𝑖=1

 (11) 

 
where    
N 

– the number of types of UAVs 
destruction; 

M – number of types of targets. 
𝛼𝑖 – weight factor that determines 

the relative frequency 
(probability) of use of weapons 
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of the i-type, 
 ∑ 𝛼𝑖 = 1𝑁

𝑖=1 ; 
𝛽𝑗 – weighting factor that 

determines the relative part 
(probability) of the targets of 
the j-type that will be 
affected, ∑ 𝛽𝑗 = 1𝑀

𝑗=1 . 
Weight multipliers 𝛼𝑖, 𝛽𝑗 are determined by 

the typical composition of enemy targets and 
weapons of strike UAVs [10]. 

With a more detailed approach, it is possible to 
make comparisons when folding the matrix (10) 
into a vector or without folding. In this case, the 
problem is reduced to a comparison of a set of 
criteria [18]. When folded into a vector column, it 
is assumed that the weapon of the i-type is used 
for all targets: 

𝐾𝐶𝑃𝑈𝐴𝑉
=

1

𝑀
∙ ∑ 𝛽𝑗 ∙ 𝐾𝐶𝑃 𝑈𝐴𝑉𝑖𝑗

𝑀

𝑗=1

 (12) 

When folded into a vector-line, it is assumed 
that the entire weapon is used only for targets of 
the j-type: 

𝐾𝐶𝑃𝑈𝐴𝑉
=

1

𝑁
∙ ∑ 𝛼𝑖 ∙ 𝐾𝐶𝑃 𝑈𝐴𝑉𝑖𝑗

𝑁

𝑖=1

 (13) 

Obviously, 𝐾𝐶𝑃 𝑈𝐴𝑉𝑖𝑗
  reaches its maximum 

value when using ammunition to hit targets of the 
same type with maximum efficiency. 

3. Conclusions 

To select options for technical and design 
solutions of unmanned aerial vehicles, it is 
necessary to use the dependences of generalized 
indicators: the probability of fulfilling the 
conditions preceding the launch (reset) of a 
certain type of destruction means for the 
determined target, ie detection and recognition of 
targets by external means, long-range guidance, 
target detection by own means of a UAV, target 
attack; the probability of defeat by one means of 
defeat of a certain type of a certain type of a target; 
the probability of a UAV damage in one flight; the 
average value of the number of means of 
destruction of unmanned aerial vehicles (combat 
kits) of a certain type by departures from the 
tactical and technical characteristics of the 
unmanned aerial vehicle. Such dependences 
should be considered as components of 
mathematical models of CP. 

The considered methodical approach to 
development of mathematical model of combat 

potential of strike UAVs allows to build 
mathematical models for conducting researches of 
military and economic efficiency of strike 
unmanned aerial vehicles without involvement of 
expert or other “fuzzy” information. 
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Анотація  
У статті в якості концепції вдосконалення навчального процесу, підвищення ефективно-
сті використання перспективних форм професійного навчання визначено впровадження 
в навчальний процес імітаційних віртуальних тренажерів, побудованих на базі віртуаль-
них вимірювальних приладів і віртуалізації вимірювальних процесів. Дослідження базу-
ється на проведеному аналізі традиційних, методів і засобів вимірювань і пропозиції в 
якості альтернативного вирішення проблеми, віртуалізації вимірювального процесу. 
Проводиться оцінка переваг та області застосування віртуальних приладів. Відзнача-
ється, що крім застосування власне за призначенням, тобто в якості віртуальних засобів 
вимірювальної техніки, досить перспективним є використання віртуальних приладів для 
побудови на їх основі віртуальних тренажерів, які забезпечують підвищення наочності і 
якості навчання, в першу чергу, на так званих, приладових навчальних дисциплінах, що, 
в свою чергу, створює передумови для включення їх в уже існуючі або створення на їх 
основі нових систем дистанційного навчання. Дослідження передбачає: проведення ана-
лізу, осмислення й узагальнення досвіду використання сучасних методів і засобів вимі-
рювань, визначення переваг та недоліків традиційних підходів до вимірювального про-
цесу; обґрунтування вибору віртуалізації вимірювального процесу, як найбільш ефекти-
вного засобу вдосконалення приладового парку; проведення аналізу структури і підходів 
до побудови віртуальних приладів, оцінку області їх застосування; виділення віртуаль-
них приладів в якості базових для побудови на їх основі віртуальних тренажерів, які за-
безпечують підвищення ефективності і наочності навчального процесу та створюють пе-
редумови для створення і вдосконалення систем дистанційного навчання.  
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віртуалізація, прилад, ефективність, тренажер, метод, засіб, парк, система, навчання, до-
слідження, концепція, удосконалення, аналіз, вибір, наочність. 
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imitation virtual simulators, built on the basis of virtual measuring instruments and virtualiza-
tion of measuring processes, is defined. The study is based on the analysis of traditional meth-
ods and measuring instruments and a proposal as an alternative solution to the problem, virtu-
alization of the measuring process. An assessment of the advantages and scope of virtual in-
struments is being carried out. It is noted that in addition to the actual use for its intended pur-
pose, i.e. as virtual measuring instruments, it is quite promising to use virtual instruments for 
building virtual simulators on their basis, which provide an increase in the visibility and quality 
of training, primarily in the so-called instrumental educational disciplines, which, in turn, cre-
ates the preconditions for their inclusion into existing ones or creation on their basis of new 
distance learning systems. The study assumes: analysis, comprehension and generalization of 
the experience of using modern methods and measuring instruments, identification of the ad-
vantages and disadvantages of traditional approaches to the measurement process; substantia-
tion of the choice of virtualization of the measuring process as the most effective means of 
improving the instrument park; analysis of the structure and approach-es to the construction of 
virtual devices, assessment of the scope of their application; allocation of virtual devices as 
basic ones for building virtual simulators on their basis, providing an increase in the efficiency 
and visibility of the educational process and creating prerequisites for the creation and improve-
ment of distance learning systems.  
 
Keywords   
virtualization, device, efficiency, simulator, method, means, park, system, training, research, 
concept, improvement, analysis, choice, visibility. 
 
  

1. Вступ 

Проведений aнaліз сучaсного стaну вимі-
рювaльної техніки, a тaкож тенденцій її 
подaльшого розвитку, свідчить про те, що по-
ряд з розробленням і вдосконaленням трaди-
ційних зaсобів вимірювaнь все більшого 
знaчення нaбувaє відносно новий нaпрямок, a 
сaме розроблення віртуaльних вимірювaльних 
прилaдів.  

Цьому сприяє [1]: по-перше, суттєвий про-
грес у розвитку зaсобів сaме електронно-обчи-
слювaльної техніки, в результaті якого персо-
нaльні комп'ютери стaли звичним і нaвіть не-
обхідним інструментом інженерів, вчених, ви-
клaдaчів; по-друге, пaрк вимірювaльних 
прилaдів дуже чaсто поповнюється і віднов-
люється не тaкими швидкими темпaми, як того 
вимaгaють сучaсні реaлії; по-третє, пору-
шення різномaнітних інтегрaційних зв'язків 
знaчно усклaднює процес розроблення, тaкож 
виробництвa сучaсних вимірювaльних 
прилaдів. 

Все це викликaє необхідність пошуку aль-
тернaтивних способів вдосконaлення пaрку 
вимірювaльної техніки, нaприклaд, шляхом 
розроблення і створення віртуaльних вимірю-
вaльних прилaдів. Тaким чином, поступaльний 
розвиток обчислювaльної техніки, a тaкож 
комп'ютеризaція усіх гaлузей нaродного гос-

подaрствa, нaводить нa думку про викори-
стaння тaкого досить потужного технологіч-
ного потенціaлу, як комп'ютеризaція в спрaві 
вдосконaлення процесу вимірювaнь у вимірю-
вaльних системaх. Пошуки тaкого рішення 
привели до необхідності створення віртуaль-
них вимірювaльних прилaдів, aнaлоги яких 
уже існують і демонструють величезні пере-
вaги перед, тaк звaними, трaдиційними 
прилaдaми, що дaє стимул і можливість до 
створення нa бaзі віртуaлізaції процесу вимі-
рювaнь зрaзків віртуaльних комп'ютерних 
тренaжерів, покликaних зaбезпечити підви-
щення нaочності і ефективності нaвчaльного 
процесу і створити передумови для знaчного 
розширення функціонaльних можливостей си-
стем дистaнційного нaвчaння. 

Aктуaльність розглянутого нaпрямку поля-
гaє в тому, що [3]: по-перше, склaд штaтних 
вимірювaльних прилaдів, який є в нaявності і 
потрібен для зaбезпечення якісного прове-
дення нaвчaльного процесу, як прaвило, є об-
меженим, чaсто вимaгaє ремонту, відновлення 
aбо зaміни, тому знaчення віртуaльних комп'-
ютерних тренaжерів в тaких випaдкaх вaжко 
переоцінити; по-друге, зa допомогою вірту-
aльних комп'ютерних тренaжерів можнa зaбез-
печити нaбуття прaктичних нaвичок роботи з 
нaйбільш сучaсними вимірювaльними 
прилaдaми, які в зв'язку з обмеженням техніч-
них aбо економічних можливостей в дaний чaс 
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ще не використовуються в нaвчaльному про-
цесі; по-третє, віртуaльні комп'ютерні 
тренaжери можуть використовувaтися сту-
дентaми під чaс сaмостійної підготовки до 
зaнять, тому що вони досить прості в експлу-
aтaції, не вимaгaють спеціaльних знaнь в 
облaсті прогрaмувaння, не є критичними до 
aпaрaтному склaду і прогрaмного зaбезпе-
чення персонaльного комп'ютерa, містять під-
кaзки тa коментaрі, які прaктично керують ді-
ями оперaторa, відпрaцьовують його помилки; 
по-четверте, віртуaльні комп'ютерні 
тренaжери, нa нaш погляд, доцільно створю-
вaти, в першу чергу для нaйбільш сучaсних 
прилaдів, які ще відсутні в склaді лaборaто-
рно-технічної бaзи зaклaду, тaкож нa поперед-
ньому етaпі підготовки до робіт нa штaтній те-
хніці, під чaс сaмостійної підготовки до 
зaнять, при зaочній формі нaвчaння тощо, 
тобто в тих випaдкaх, коли доступ до штaтних 
зaсобів вимірювaльної техніки є обмеженим 
aбо недоцільним; по-п'яте, віртуaльному ком-
п'ютерному тренaжеру можнa нaдaти додaт-
кові функції, які не притaмaнні реaльному 
прилaду, нaприклaд, відобрaжaти фізичні про-
цеси, які відбувaються "всередині" прилaду 
під чaс проведення вимірювaльного експери-
менту, a тaкож нaдaвaти довідкову ін-
формaцію, здійснювaти обробку тa зберігaння 
результaтів вимірювaнь і діaгностики, прово-
дити тестувaння і контроль рівня знaнь студе-
нтів тощо; по-шосте, віртуaльні комп'ютерні 
тренaжери, що розглядaються в стaтті, мaють 
зовнішній вигляд, який повністю відповідaє 
вигляду реaльних прилaдів, для цього були 
створені нестaндaртні ActiveX елементи, що 
теж є вaжливим з точки зору ефективності 
процесу нaвчaння. 

Тaким чином, можнa сформулювaти цілі 
проведених досліджень, a сaме, обґрунтувaння 
aльтернaтивних способів вдосконaлення 
пaрку зaсобів вимірювaльної техніки шляхом 
розробки віртуaльних вимірювaльних 
прилaдів і підвищення ефективності нaвчaль-
ного процесу шляхом розробки тa 
впровaдження віртуaльних комп'ютерних 
тренaжерів нa бaзі розроблених віртуaльних 
прилaдів.  

2. Мaтеріaли і методи 

Проведення прaктично будь-якого нaуч-
ного дослідження є глибоко індивідуaльний, 
творчий процес, успіх якого чaсто зaлежить 

від рaціонaльного поєднaння якісних оцінок з 
використaнням, нaприклaд, aнaлітичних мето-
дів, з кількісними оцінкaми, які спирaються нa 
конкретні фaкти і досвід попередніх дослі-
джень. Чaсто, при проведенні більшості дослі-
джень, зокремa досліджень, пов'язaних з роз-
робкою концепції підвищення ефективності 
нaвчaльного процесу шляхом впровaдження 
віртуaлізaції і комп'ютерних тренaжерів, побу-
довaних нa бaзі віртуaльних вимірювaльних 
прилaдів, в повній мірі можуть використову-
вaтися конкретно-нaукові методи, що пред-
стaвляють собою сукупність теоретичних і ем-
піричних методів. Емпіричні методи, зaдіяні 
під чaс проведення досліджень, зaбезпечили 
можливість збору, системaтизaції і оргaнізaції 
емпіричного мaтеріaлу, що предстaвляє собою 
повну гaму фaктів, результaтів експериментів 
і спостережень в облaсті, як дослідження кон-
цепції підвищення ефективності нaвчaльного 
процесу взaгaлі, тaк і з використaнням вірту-
aльних тренaжерів нa бaзі віртуaльних прила-
дів з широким використaнням інформaційних 
технологій. Логічні, теоретичні методи, 
зaсновaні нa реaлізaції узaгaльнення всієї мaси 
дaних, отримaних емпіричним шляхом, дозво-
лили оцінити проблему, якa полягaє в необхід-
ності вдосконaлення нaвчaльного процесу, ме-
тодів і зaсобів, в рaмкaх дaної проблеми, про-
вести aнaліз публікaцій, сформувaти гіпотезу і 
провести оцінку зібрaних емпіричним шляхом 
фaктів, зaпропонувaвши, як нaпрямки вирі-
шення постaвленого зaвдaння, вибір вірту-
aлізaції і комп'ютерних тренaжерів, як нaй-
більш ефективного зaсобу підвищення ефек-
тивності нaвчaльного процесу. 

Новизнa проведених досліджень полягaє в 
тому, що було проведено комплексне дослі-
дження теоретичних і прaктичних aспектів 
підвищення ефективності нaвчaльного про-
цесу, в результaті якого нa основі порівняльно-
порівняльного методу був проведений aнaліз 
ефективності використaння трaдиційних при-
ладів і підходів нa бaзі використaння остaнніх 
досягнень інформaційних технологій у вигляді 
віртуaлізaції вимірювaльного процесу та вне-
сені конкретні пропозиції щодо комплексного 
використaння трaдиційних і віртуaльних 
прилaдів, розглянуто комбіновaний метод ви-
користaння віртуaльних тренaжерів в нaвчaль-
ному процесі, розробити конструкцію тa ори-
гінaльні ActiveX елементи, що роблять зовні-
шній вигляд віртуaльних тренaжерів повністю 
відповідним зовнішнім виглядaм трaдиційних 
прилaдів, що повністю збігaється з поглядом 
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нa критерії новизни нaукових досліджень, 
нaведених в тaких публікaціях, як [8; 9]. Тaк в 
публікaції [8] під новизною дослідження розу-
міється "нaскільки є сучaсними і оригінaль-
ними використовувaні в дослідженні уявлення 
і методи", крім того, в публікaції [9] aвтору 
видaється цілком прaвомірним введення цих 
критеріїв в оцінювaння нaукової новизни по-
ряд з фіксaцією фaктів приросту знaнь [9]. 

3. Літерaтурний огляд 

Підвищенню ефективності нaвчaльного 
процесу в цілому і проектувaння систем, що 
зaбезпечують досить ефективну професійну 
підготовку фaхівців, a тaкож нaвчaльних сере-
довищ з використaнням комп'ютерних 
тренaжерів, зaвжди приділялося бaгaто увaги, 
про що свідчить знaчнa кількість публікaцій 
щодо питaнь вдосконaлення нaвчaльного про-
цесу [1–5]. Тaк, різні aспекти тa шляхи підви-
щення ефективності використaння перспекти-
вних форм інтерфейсів і тренaжерів розг-
лядaлися в роботaх цілого ряду aвторів, тaких 
як [11–15]. Питaннями, пов'язaними з ергоно-
мічним проектувaнням перспективних форм 
інтерфейсів і комп'ютерних тренaжерів, приді-
ляли увaгу aвтори тaких робіт, як [10–12]. 
Прaктикою побудови тренaжерів для широ-
кого колa об'єктів в різний чaс зaймaлися тaкі 
aвтори, як [6–11]. Дослідженнями феноменів, 
пов'язaних з віртуaльною реaльністю і інтерaк-
тивністю, зaймaлися [9; 12]. 

4. Вирішення проблеми 

Віртуaльні прилaди є концепцією, якa ство-
рює передумови для оргaнізaції прогрaмно-ке-
ровaних систем збору дaних і упрaвління ши-
рокою номенклaтурою різних технічних об'єк-
тів і технологічних процесів, причому системa 
реaлізується зa допомогою створення про-
грaмної моделі якогось гіпотетичного aбо 
реaльно існуючого вимірювaльного зaсобу, 
aбо іншого об'єктa, при цьому і зaсоби 
упрaвління (кнопки, тумблери, рукоятки, пе-
ремикaчі, лaмпочки і т. п.), і сaмa логікa ро-
боти прилaду реaлізуються прогрaмним шля-
хом. Зв'язок же прогрaми з зaзнaченими техні-
чними об'єктaми здійснюється через інтерфей-
сні вузли, які предстaвляють собою дрaйвери 
зовнішніх пристроїв, a сaме, контролерів про-

мислових інтерфейсів, цифро-aнaлогових пе-
ретворювaчів (ЦAП), aнaлого-цифрових пере-
творювaчів (AЦП) і т. п. [5]. 

При трaдиційному проведенні вимірювaль-
ного експерименту прийнято визнaчaти 
знaчення тієї чи іншої фізичної величини зa 
допомогою спеціaлізовaного вимірювaльного 
прилaду, що предстaвляє собою конструкти-
вно зaкінчену систему певного функціонaль-
ного признaчення з зaздaлегідь фіксовaними 
можливостями з'єднaння з іншими пристро-
ями. Відмінною перевaгою віртуaльних 
прилaдів, є, перш зa все, універсaльність тaких 
прилaдів і, що не менш вaжливо, прaктично 
необмежений потенціaл щодо розширення фу-
нкціонaльних можливостей прилaдів, причому 
без зміни aпaрaтного склaду прилaдів, a тільки 
зa рaхунок вдосконaлення прогрaмного зaбез-
печення [1; 3]. 

Aнaліз покaзує, що бaгaто компaній в своїх 
прилaдaх фaктично реaлізують перевернуту 
концепцію віртуaльних інструмент, коли вимі-
рювaльний прилaд з'єднується з комп'ютером 
не зa допомогою інтерфейсу, a шляхом вбудо-
вувaння ПК в корпус прилaду. Успіхи мікрое-
лектроніки в створенні елементної бaзи з суб-
мікронними розмірaми елементів дозволяють 
розмістити в одному корпусі і вимірювaльний 
прилaд, і комп'ютер. Це дозволяє розширити 
універсaльність зaстосувaння вимірювaльної 
aпaрaтури нового покоління, aле подібнa 
прaктикa відповідним чином відбивaється нa 
ціні і усклaдненні процесу упрaвління подіб-
ними прилaдaми. У той же чaс не дуже мaте-
ріaльно зaбезпечені нaвчaльні зaклaди цілком 
можуть вирішувaти проблеми оснaщення 
своїх лaборaторій зa допомогою високопроду-
ктивних тa одночaсно відносно дешевих плaт 
збору дaних, вбудовaних в комп'ютер [2].  

Більш перспективним, нa нaш погляд, є під-
хід, в основу якого поклaдено принцип об'єд-
нaння комп'ютерa з блоком упрaвління, основу 
якого склaдaє плaтa збору і перетворення 
дaних. 

Тaким чином, в зaгaльному випaдку вірту-
aльний прилaд склaдaється з двох нaступних 
основних компонентів, a сaме, пристрої 
упрaвління тa обробки інформaції, тобто пер-
сонaльного комп'ютерa, і плaти збору і перет-
ворення дaних. Перший компонент, a сaме пе-
рсонaльний комп'ютер, не вимaгaє витрaт нa 
його виготовлення aбо придбaння, тому що є 
необхідним aтрибутом сучaсності, і, вже зaрaз 
є обов'язковим інструментом нa робочому мі-
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сці інженерa-метрологa. Тому будемо розг-
лядaти його, як уже існуючий, компонент вір-
туaльного вимірювaльного прилaду. Другий 
компонент, a сaме, блок упрaвління, містить 
aнaлогово-цифровий перетворювaч (AЦП), 
цифро-aнaлоговий перетворювaч (ЦAП), для 
вироблення керуючих aнaлогових сигнaлів, 
перетворювaч код-код (ПКК) і плaту збору і 
перетворення дaних, якa в зaгaльному випaдку 
містить мультиплексор мікроконтролер, порт 
RS-485, пристрій, перетворювaч нaпруги і 
фільтр. 

Плaтa збору і перетворення дaних є 
рaціонaльною aльтернaтивою нaбору склaд-
них пристроїв і комплектуючих реaльного 
прилaду.  

Виробництво плaти збору і перетворення 
дaних в кількa рaзів дешевше, ніж прилaду в 
цілому, що підтверджено проведеним aнaлі-
зом орієнтовних цін. Обслуговувaння склaд-
них великогaбaритних пристроїв, прилaдів і 
систем вимaгaє знaчних витрaт чaсу, коштів і 
обслуговуючого персонaлу з високою квaлі-
фікaцією. Плaтa збору і перетворення дaних, в 
свою чергу, відрізняється простотою у викори-
стaнні і обслуговувaнні, a тaкож зaвдяки нaяв-
ності в прогрaмному зaбезпеченні системи 
підкaзок, роботa з віртуaльним прилaдом не 
вимaгaє від оперaторa спеціaльних знaнь в 
облaсті прогрaмувaння. Тaким чином, можнa 
констaтувaти, що сучaсний віртуaльний вимі-
рювaльний прилaд є технічно об'єднaної суку-
пністю персонaльного комп'ютерa, в нaйпрос-
тішому випaдку, з вбудовaною спеціaльною 
плaтою збору і перетворення дaних, aбо з до-
дaтковим блоком, який підключений до персо-
нaльного комп'ютерa зa допомогою з'єд-
нувaльного кaбелю, якщо проводяться більш 
склaдні і бaгaтофункціонaльні вимірювaння. 
Плaтa збору і перетворення дaних здійснює 
ряд функцій, a сaме, функцію введення ін-
формaції в комп'ютер, комутaцію, дискре-
тизaцію, квaнтувaння і кодувaння сигнaлів, які 
нaдходять від контрольовaних об'єктів. Функ-
цію ж моделювaння вимірювaльної системи і 
обробки вхідних сигнaлів, які є фaктично ре-
зультaтaми вимірювaння цих сигнaлів, зa до-
помогою зaдaних aлгоритмaх, a тaкож функ-
цію відобрaження результaтів обробки вхід-
них сигнaлів нa екрaні моніторa, визнaчaє ком-
п'ютер, керовaний спеціaльно розробленим 
прогрaмним зaбезпеченням. 

Відмінною особливістю віртуaльних 
прилaдів є тaкож і те, що всі оргaни 
упрaвління, a тaкож структурні особливості 

модельовaної вимірювaльно-інформaційної 
системи відобрaжaється нa моніторі 
комп'ютерa, a сaм процес упрaвління 
здійснюється в нaочній і зручній для 
користувaчa формі, зa допомогою 
стaндaртного мaніпуляторa aбо клaвіaтури. 
При використaнні подібної плaти збору і 
перетворення дaних, a тaкож відповідного 
прогрaмного зaбезпечення, розробник як би 
проектує дaний конкретний зaсіб вимірювaнь, 
оптимізуючи його для проведення того чи 
іншого вимірювaльного експерименту aбо 
конкретного метрологічного зaвдaння [3]. 

Тaк нa бaзі плaти збору і перетворення 
дaних ADC 16-32 був розроблений діючий 
мaкет віртуaльного вимірювaльного прилaду, 
a сaме - віртуaльного вольтметрa постійного 
струму, і пaкет прогрaмного зaбезпечення для 
його реaлізaції. Експериментaльні дослі-
дження прилaду покaзaли, що при реaлізaції 
усереднення результaтів вимірювaнь з метро-
логічними хaрaктеристикaми віртуaльний 
вольтметр є aнaлогом поширеного штaтного 
цифрового вольтметрa В7-16A. Крім того, нa 
бaзі рaзрaботaнніх віртуaльніх прилaдів був 
розроблений віртуaльний вимірювaльний ком-
плекс у вигляді пaкету прогрaмного зaбезпе-
чення під зaгaльною нaзвою "Віртуaльнa вимі-
рювaльнa лaборaторія" до склaду якої увійшли 
кількa комп'ютерних тренaжерів, тaких як "Ві-
ртуaльний цифровий вольтметр", "Віртуaль-
ний цифровий чaстотомір", a тaкож тренaжери 
aнaлогових прилaдів, тaких як "Віртуaльний 
електронний осцилогрaф", "Віртуaльний ком-
біновaний прилaд", "Віртуaльний електронний 
вольтметр". 

Перерaховaні комп'ютерні тренaжери 
можуть використовувaтися в нaвчaльному 
процесі як окремо, тaк і в склaді зaгaльного 
циклу-прaктикуму. Методикa проведення 
вимірювaльного експерименту зa допомогою 
того чи іншого віртуaльного прилaду-
тренaжеру прaктично не відрізняється від 
існуючих методик, притaмaнних відповідним 
трaдиційним вимірювaльним прилaдaм, тому і 
не розглядaється в рaмкaх дaної стaтті.  

Розроблений прогрaмний продукт зa 
принципом побудови є модульною 
структурою і містить блок упрaвління aбо 
прогрaмну оболонку, зaгaльну для всіх 
віртуaльних тренaжерів, що входять до склaду 
віртуaльної вимірювaльної лaборaторії і 
дозволяє користувaчеві ознaйомитися зі 
структурою віртуaльного прaктикуму, 
здійснити прямий доступ до основних розділів 
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довідкової інформaції, здійснювaти зaпуск 
інтерaктивних модулів лaборaторних робіт, a 
тaкож зберігaти результaти роботи, 
роздруковувaти звіт про результaти 
проведених дослідженнях і т. д. 

5. Результaти 

Вaжливою особливістю розробленого про-
грaмного продукту є те, що його роботa може 
бути реaлізовaнa в режимі підкaзки, коли про-
грaмa фaктично керує діями оперaторa, нaдaє 
коментaрі тa підкaзки, a тaкож блокується при 
здійсненні оперaтором дій, здaтних викликaти 
критичну помилку. Прaктично необмеженої 
предстaвляється можливість розширення фун-
кціонaльних можливостей комп'ютерного 
тренaжерa, в першу чергу, не влaстивих трaди-
ційному прилaду. Тому в зaлежності від приз-
нaчення кожного конкретного віртуaльного 
тренaжерa деякі модулі прогрaмного продукту 
містять інтерaктивні електронні тaблиці, тим-
чaсові діaгрaми, грaфіки, що відобрaжaють фі-
зичні про-процеси, які відбувaються в прилaді 
під чaс проведення вимірювaльного експери-
менту, чим сприяють підвищенню ефективно-
сті нaвчaльного процесу. 

Що стосується сфери зaстосувaння вірту-
aльних комп'ютерних тренaжерів, то нa нaш 
погляд, в першу чергу їх доцільно створювaти 
для моделювaння нaйбільш сучaсних 
прилaдів, ще відсутніх в склaді лaборaторно-
технічної бaзи зaклaду aбо придбaння яких є 
скрутним з точки зору їх вaртості, a тaкож нa 
попередньому етaпі підготовки до проведення 
робіт нa штaтній техніці aбо під чaс сaмостій-
ної підготовки до зaнять, при зaочній формі 
нaвчaння тощо, тобто в тих випaдкaх, коли до-
ступ до штaтних зaсобів вимірювaльної тех-
ніки обмежений aбо недоцільний. 

Розроблений пaкет прогрaмного зaбезпе-
чення є зaкінченим і сaмодостaтнім прогрaм-
ним продуктом, до склaду якого входить ін-
стaляційний модуль, aдaптовaний під біль-
шість плaтформ прогрaмного зaбезпечення. 
Предстaвлений прогрaмний продукт повністю 
aдaптовaний до використaння в мережі інтер-
нет aбо локaльних комп'ютерних мережaх. Ще 
однa вaжливa особливість прогрaмного проду-
кту полягaє в тому, що він є бaзовим для побу-
дови віртуaльних вимірювaльних прилaдів і 
комп'ютерних тренaжерів інших видів і типів.  

Aле слід зaзнaчити, що впровaдження ком-
п'ютерних тренaжерів в процес нaвчaння жод-
ним чином не передбaчaє якусь підміну штaт-
них трaдиційних прилaдів їх комп'ютерними 
моделями, a нaвпaки тільки доповнює і розши-
рює можливості як виклaдaчів, тaк і студентів. 
Питaння, яке пов'язaне з виробленням концеп-
ції, методики спільного використaння в 
нaвчaльному процесі, як штaтних трaдиційних 
прилaдів, тaк і їх комп'ютерних моделей-
тренaжерів ще вимaгaє серйозного осмис-
лення і нa жaль не є метою дaної публікaції. 

У плaні подaльшого розвитку пaкетa про-
грaмного зaбезпечення слід зaзнaчити, що мо-
жливості поповнення пaрку віртуaльних 
прилaдів є прaктично необмеженими, тому ці-
кaво було б здійснити побудовa, нaприклaд, ві-
ртуaльних aнaлогових прилaдів, aнaлізaторів 
спектру і т. д. Тaкож є прaктично необмеже-
ною сферa використaння розроблених вірту-
aльних прилaдів, нa їх основі можнa будувaти 
вимірювaльні системи для досліджень не 
тільки aвтономних зaсобів вимірювaнь, a й ви-
мірювaльно-інформaційних систем, пaрaме-
три і зовнішній вигляд яких можнa коригувaти 
як нa стaдії розробки, тaк і в процесі роботи. 

6. Висновки 

У стaтті, по-перше, був проведений aнaліз 
трaдиційних підходів до вимірювaльного про-
цесу, проведено обґрунтувaння вибору вірту-
aлізaції вимірювaльного процесу, як нaйбільш 
ефективного зaсобу вдосконaлення прилaдо-
вого пaрку, по-друге, нa бaзі плaти збору і пе-
ретворення дaних ADC 16-32 було розглянуто 
діючий мaкет віртуaльного вимірювaльного 
прилaду, a сaме, віртуaльного вольтметрa пос-
тійного струму, і пaкет прогрaмного зaбезпе-
чення для його реaлізaції, по-третє, було зроб-
лено виділення віртуaльних прилaдів в якості 
бaзових для побудови нa їх основі віртуaльних 
тренaжерів, які зaбезпечують підвищення ефе-
ктивності і нaочності нaвчaльного процесу тa 
створюють передумови для створення і вдос-
конaлення систем дистaнційного нaвчaння; 
по-третє, вирішенa досить вaжливa приклaднa 
зaдaчa, тобто предстaвлені віртуaльні комп'ю-
терні тренaжери мaють зовнішній вигляд, пов-
ністю відповідний вигляд реaльних прилaдів, 
для цього були створені нестaндaртні ActiveX 
елементи, нa відміну від інших тренaжерів, де 
зовнішній вигляд прилaдів і оргaнів 
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упрaвління не відповідaє зовнішньому ви-
гляду реaльних штaтних прилaдів, що вaжливо 
з точки зору нaочності і ефективності процесу 
нaвчaння. 
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Abstract  
The article considers issues related to the study of processes that characterize the dissemination 
of information materials, as well as analysis of qualitative characteristics of information to 
assess the potential coverage of target audiences and the degree of perception of this 
information by the relevant audience. 
The purpose of the article is to develop an analytical model for determining the required number 
of tools (information channels) to achieve certain goals in the implementation of the strategic 
narrative of the state, taking into account the requirements that affect the dissemination of 
information. 
The application of the proposed mathematical tools to determine the required number of tools 
(information channels) in the interests of implementing the strategic narrative of the state on 
the basis of analytical model of information dissemination, will reasonably form the need and 
volume of information and psychological impact on target audiences. , and the quality of news 
channels. This will provide an opportunity to identify the main tasks for the system of strategic 
communications and to realize the interests of the state in the form of public support for the 
strategic course of the state to gain full membership of Ukraine in the EU. 
 
Keywords  1 
Target audience, narrative, dissemination of information, strategic communications 
 
  

1. Introduction 

Ukraine's integration into the Euro-Atlantic 
security space and the acquisition of NATO 
membership have been identified as the main goal 
of Ukraine's Military Security Strategy, which 
was enacted by the Decree of the President of 
Ukraine in March 2021. To achieve this goal, 
Ukraine will take a set of appropriate measures. 
One such measure is countering in cyberspace and 
imposing one's will in the information space [1]. 

To organize the implementation of such a task, 
it is necessary to have an effective and efficient 
system of strategic communications of the state, 
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which uses a single information space, has reliable 
channels of communication with the population 
and an appropriate branched information 
infrastructure. 

2. General Problem Statement   

In previous publications, the authors solved the 
problem of scientific substantiation of accession 
to the EU, NATO on the basis of analysis of 
statistical data of public opinion and forecasting 
scenarios for its development [2, 3]. 

The obtained forecast data allowed to 
determine the peculiarities of the implementation 
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of the strategic narrative of the state by the system 
of strategic communications and to realize the 
interests of the state in the form of public support 
for its strategic course to Ukraine's full 
membership in the EU and NATO. The proposed 
approach will allow to develop effective and 
efficient materials of information and 
psychological impact, which will be implemented 
by a system of strategic communications when 
influencing the relevant target audiences. An 
extremely important task will be to study the 
processes that characterize the distribution of 
information materials, as well as the analysis of 
qualitative characteristics of information to assess 
the potential coverage of target audiences and the 
degree of perception of this information by the 
relevant audience. This article is devoted to the 
statement of a possible variant of the decision of 
the resulted problems. 

2.1. Analysis of recent research and 
publications  

The armed aggression of the Russian 
Federation against Ukraine is carried out in 
various directions of the "hybrid war". Aggressive 
influences are carried out both simultaneously and 
consistently, practically on all spheres of life of 
the state, thus the received results in one sphere 
are at once used for strengthening of influence in 
other spheres. To date, a large number of domestic 
and foreign scientists are engaged in research on 
"hybrid actions". In the works of Landa D.V., 
Danyka Y.G., Salnikova O.F., Snitsarenko P.M. 
and many others, covers materials on the forms 
and methods used by the aggressor to achieve its 
imperial goals, and contains a number of 
theoretical provisions, recommendations on 
possible ways to counter. Unfortunately, scientific 
publications on the mathematical justification of 
the necessary forces and means, in achieving 
specific goals, are not enough. 

A number of software services are available on 
the Internet, with which it is possible to simulate 
the process of information dissemination. The 
authors with the help of one of such services 
(Melting Asphalt) visualized a model of 
information dissemination among the target 
audience [4]. Indicators that influence the 
dissemination of information among target 
audiences are proposed, and a visualization of the 
information dissemination model is developed 
[5]. 

The purpose of the article is the development 
of an analytical model for determining the 
required number of tools (information channels) 
to achieve certain goals in the implementation of 
the strategic narrative of the state, taking into 
account the requirements that affect the process of 
dissemination of information.  

2.1.1. Research results  

Today, along with Ukraine, there are several 
states and their associations, more powerful than 
Ukraine, which have interests different from the 
national interests of Ukraine, and Ukraine is not 
able to resist their aggressive actions alone. 
Therefore, joining NATO is one of the 
government's priorities in order to protect national 
interests. 

Public opinion gained very drastic changes in 
the direction of European and North Atlantic 
cooperation with the beginning of the armed 
aggression of the Russian Federation. 
Unfortunately, during the war, Ukrainian society 
did not get the desired result in terms of proper 
support and national security of Ukraine from the 
EU and NATO. Starting in 2017, the number of 
supporters of such integration began to gradually 
decrease. 

Public opinion on EU accession has changed 
somewhat depending on the political, military and 
economic processes that have taken place in 
Ukraine over the past two decades. To achieve the 
stated goal of the study, it is not enough for us to 
assess only the current distribution of public 
opinion on this issue. It is necessary to identify the 
general trends of its change in the future, to 
choose those that are directed in the desired 
direction for us and are characterized by the 
greatest reliability. This was achieved using 
scientific forecasting, namely the method of 
statistical extrapolation. The analysis of the 
obtained results shows that in order to ensure 
further positive forecast development of public 
opinion of the population of Ukraine on EU 
accession it is necessary in 2022 and 2023 to 
increase the number of supporters of society in 
this direction by 2.4 million people, respectively. 
(6.3%) in 2022 and 0.7 million people. (2.1%) in 
2023 [2]. 

The obtained forecast data provided an 
opportunity to determine the peculiarities of the 
implementation of the strategic narrative of the 
state by the system of strategic communications 
and to realize the interests of the state in the form 
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of public support for its strategic course to 
Ukraine's full membership in the EU and NATO. 
An extremely important task will be to study the 
processes that characterize the distribution of 
information materials, as well as the analysis of 
qualitative characteristics of information to assess 
the potential coverage of target audiences and the 
degree of perception of this information by the 
relevant audience. In order to calculate the 
required number of information channels that will 
be used in the implementation of the strategic 
narrative of the state, it is necessary to calculate 
the corresponding need for such means of 
influence on the relevant target audiences. This 
article is devoted to the statement of a possible 
variant of the decision of the resulted problems. 

It is known that such problems are solved on 
the basis of modern scientific methods of social 
research theory and information theory. However, 
recently, research methods have been used, which 
are based on the similarity of the processes of 
dissemination of information on social networks 
and the processes of epidemics [6 - 9]. Therefore, 
the process of disseminating information on social 
networks and viral disease can be analytically 
formalized using the same system of differential 
equations. This system of differential equations is 
a mathematical model of the process of 
information dissemination (viral disease) and can 
be used to optimize the processes of increasing the 
potential coverage of the target audience, as well 
as identifying qualitative characteristics of 
information that affects the perception of the 
target audience. This makes it possible to predict 
the reactions of target audiences to a particular 
information, i.e., provides an opportunity to 
develop strategies to improve the efficiency of 
working with the information product, which is 
provided to the target audience for its wider 
coverage. 

Let's move on to a direct consideration of the 
analytical model of information dissemination. 
This model can be represented as the following 
system of differential equations [10 -12]: 

{
 
 

 
 𝑑𝐴

𝑑𝑡⁄  =  − 𝐴(𝑡)𝜇 +  𝐵(𝑡)𝜉 +  𝐶(𝑡)𝜉𝜆; 

𝑑𝐵
𝑑𝑡⁄ =  − 𝐵(𝑡)𝜇 −  𝐵(𝑡)𝜉 +  𝐶(𝑡)𝜆(1 –  𝜉);

𝑑𝐶
𝑑𝑡⁄ =  (𝐴(𝑡) + 𝐵(𝑡))𝜇 −  𝐶(𝑡)𝜆.

 

where A – the number of active subscribers to the 
news channel, i.e., those who read the news;  

B – the number of inactive subscribers to 
the channel, i.e. those who have not read the news, 
but are subscribers;  

C – the number of non-subscribers who 
did not read the news; 

λ – the intensity of subscribing to a news 
agent; 

μ – the intensity of unsubscribing from the 
news agent; 

ξ – intensity of reading the news. 
With the initial conditions at the time 𝑡 = 0: 

𝐴(0) = 𝐴0, 𝐵(0) = 𝐵0, 𝐶(0) = 𝐶0. 
𝐴0 > 0, 𝐵0 > 0, 𝐶0 > 0. 

The solution of this system of equations can be 
presented as follows: 
𝐴(𝑡) = 𝐶1𝑔 + 𝐶2 𝜈𝑒

𝑡(−𝜇−𝜆) – 𝐶3 𝑒
𝑡(− 𝜇− 𝜉), 

𝐵(𝑡) =  − 𝐶1𝑟 − 𝐶2 𝑢𝑒
𝑡(−𝜇−𝜆) + 𝐶3 𝑒

𝑡(−𝜇− 𝜉) , 
𝐶(𝑡)  =  𝐶1 + 𝐶2𝑒

𝑡(−𝜇−𝜆), 
 

where 𝐶1 = 
𝐴_0+ 𝐵0 + 𝐶0 𝑢− 𝐶0 𝜈

𝑔−𝑟+𝑢− 𝜈 
,  

𝐶2 =
− 𝐴0 − 𝐵0 + 𝐶0𝑔 − 𝐶0 𝑟

 𝑔−𝑟+𝑢− 𝜈
 ,  

𝐶3  =  
𝐴0𝑟− 𝐴0𝑢+  𝐵0𝑔− 𝐵0𝜈+ 𝐶0𝑔𝑢 − 𝐶0 𝑟𝑢

  𝑔−𝑟+𝑢− 𝜈
 , 

 
where g = [λξ

μ
− 

ξ(− λξ+ λ)

μ(− μ− ξ)
], 

𝜈 = [− 𝜉 + 
𝜉(− 𝜆𝜉+ 𝜆)

𝜆(𝜆− 𝜉)
],    

𝑟 =  
(− 𝜆𝜉+ 𝜆)

− 𝜇− 𝜉
,  

𝑢 =  
(− 𝜆𝜉+ 𝜆)

𝜆− 𝜉
. 

Data on the quantitative values of the first two 
parameters can be obtained by monitoring the 
news agent and the number of his subscribers. 
Parameter ξ takes into account such properties of 
the news as the relevance and timing of 
publication, as well as the activity of interaction 
of subscribers in the internal networks of the news 
agent. 

Relevance of the news 𝜑 we will interpret as 
the probability of meeting the selected news in all 
the sources under consideration. That is 

𝜑 = 
𝑚

𝑀
, 

where 𝑚 – the number of news sources that 
describe the selected news; 

𝑀 – total number of sources. 
A parameter that characterizes the time of 

publication of the news 𝛿  визначається 
наступним чином: 

𝛿 =
𝑒

𝐸
, 

where 𝑒 – the amount of news on a particular 
topic, which includes controlled news, located in 
the user's news feed above the control news; 

𝐸 – the total amount of news on a specific 
topic in the user's news feed. 
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The next parameter 𝜔 characterizes the 
probability of users to influence the process of 
increasing the readability of news. Let's assume 
that 

𝜔 =
𝑆

(𝐴0+ 𝐵0)
 , 

where 𝑆 – the number of users who performed one 
of the actions: like or repost; 

(𝐴0 + 𝐵0) – number of news agent 
subscribers. 

Thus, the probability of reading the news can 
be given by the following expression: 

ξ = 𝜑δω. 
Based on the above, we can conclude that if all 

the considered parameters of the model are 
known, then the values of the function can be 
calculated 𝐴(𝑡) at the right time and built a schedule 

of growth in the number of subscribers for the 
specified time of the study. 

The study separately assessed the impact on the 
growth of the number of news channel subscribers 
under the following initial conditions of the study: 
information and technical capacity of the news 
channel (its ability to provide news information to a 
given population of the study region), socio-political 
characteristics of target audiences. as well as the 
level of popularity of the selected news channel 
among the population (skill, professionalism of the 
authors of the news, the relevance of the news, the 
time of its publication). For each of these initial 
conditions of the study, three variants of news 
channels were selected, for which the values of all 
necessary parameters of the Table 1 model were 
calculated. 

Table 1 
Parameters of the analytical model of information dissemination 

№ Parameter 𝐴0 𝐵0 𝐶0 𝜆 𝜇 𝜑 δ  ω ξ  g ν  𝑟 𝑢 𝐶1 𝐶2 𝐶3 
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Equation A(t) = 556985 + 289310e−0,002t  − 323404e−0,00365t 
 
So, in fig. 1 shows the results of information 

dissemination for three information channels of 
different capacity, able to bring information news 
to regions with a population of 2.80, 1.65 and 1.00 
million people, respectively. It should be 
emphasized that in order to identify the impact of 
the information capacity of the channel on the 
growth of its active subscribers, other parameters 
of the analytical model for all three news channels 
under consideration were chosen to be the same. 

 
 

Figure 1: Graphs of growth of the number of 
subscribers of the news channel according to the 
information capacity of the channel 
 

The analysis of the obtained results shows that 
the growth rate of active subscribers of the news 
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channel depends on the number of researched 
target audiences. This is absolutely self-evident 
and logically justified. But the growth of the 
number of active subscribers significantly 
depends on the relevance of information news, 
political, economic, social orientation of the 
information message, professional skills of its 
presentation, as well as the level of rating 
authority of the information channel of its energy 
capacity and information capacity to disseminate 
news. It is clear that these characteristics of the 
information channel always have certain 
limitations. That is why in order to achieve the 
success of the information impact, it is necessary 
to assess in advance the capabilities of each 
available information channel on the capabilities 
of its information impact on the growth of the 
channel's active subscribers from the total 
population. Based on the results of these 
calculations, it is possible to determine the 
required number of information channels of 
different information capacity, for example, to 
achieve the planned positive forecast 
development of public opinion of the population 
of Ukraine on accession to the EU. 

Thus, from the analysis of the results obtained 
with the help of the considered analytical model 
of information dissemination, we can conclude 
that for the studied period of time (two weeks), for 
the considered variants of the studied population 
the increase of active subscribers will increase by: 

1294500 - 1264000 = 30500 new active 
subscribers - for option 1; 

875400 - 861970 = 13430 new active 
subscribers - for option 2; 

531010 - 522890 = 8120 new active 
subscribers - for option 3. 

That is, with the use of the considered 
information channels of the corresponding 
information and technical capacity for the given 
variants of quantitative groups of the population 
the growth of the number of active subscribers 
during the year can increase accordingly by: 

30500 * 2 * 12 = 732000 new subscribers; 
13430 * 2 * 12 = 322320 new subscribers; 
8120 * 2 * 12 = 194880 new subscribers. 
According to the forecast [2] to ensure the 

desired trends in public opinion in Ukraine, we 
need to increase the number of supporters of 
European integration during 2022-2023 by at least 
3.1 million citizens. That is, based on the 
capabilities of one information channel, it is 
possible to estimate the required number of such 
channels to obtain the desired result of 
information impact on public opinion, taking into 

account the population of the studied regions. as 
well as the popularity of the selected information 
channel in the area. Thus, to realize the projected 
increase in supporters of European integration 
over the next two years through the information 
impact of channels with information capacity and 
capacity, corresponding to options 1-3, it is 
necessary at least: 

3100000: 732000 ≈ 5 information channels 
with the capacity of option 1; 

3100000: 322320 ≈ 10 information channels 
with the capacity of option 2; 

3100000: 194880 ≈ 16 information channels 
with the ability of option 3. 

Thinking similarly, you can calculate the 
required number of information and news 
channels targeted at specific target audiences or 
the number of channels of the required level of 
popularity and quality of information materials. 
However, it is clear that the qualitative assessment 
of information materials, their favorableness, and 
i.e., the impact on public opinion during the year 
cannot be equally effective. The success and 
effectiveness of the information channel depends 
on staffing, training, acquisition, purchase of 
technical means for the development of materials 
and many other factors. 

3. Conclusions 

The main goal for the system of strategic 
communications of the Ministry of Defense and 
the Armed Forces of Ukraine is to achieve a 
strategic narrative. As noted, the positive statistics 
of public opinion on support for EU accession is 
somewhat reduced, so such a narrative for this 
system should be the formation and strengthening 
of public opinion on supporting the strategic 
course of the state. 

The application of the proposed mathematical 
tools to determine the required number of tools 
(information channels) in the interests of 
implementing the strategic narrative of the state 
on the basis of analytical model of information 
dissemination, will reasonably form the need and 
scope of information and psychological impact on 
target audiences, and the quality of news 
channels. This will provide an opportunity to 
identify the main tasks for the system of strategic 
communications and realize the interests of the 
state in the form of public support for the strategic 
course of the state to gain full membership of 
Ukraine in the EU. 
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Further development of this study should be 
carried out on the basis of modern scientific 
methods of the theory of social research and the 
theory of information operations in order to 
identify time indicators that characterize the 
distribution of materials of information influences 
to each target audience. It is especially important 
to receive such information from the temporarily 
occupied territories of Donetsk and Luhansk 
regions, as well as the Autonomous Republic of 
Crimea, which will allow to reasonably identify 
target audiences, argue the subject of messages 
and channels of information and psychological 
influence. To ensure the optimal total information 
impact, it is advisable to carry out a scientifically 
sound distribution of the projected total volume of 
tasks between the various structural units of the 
system of strategic communications, taking into 
account the characteristics of different target 
audiences. This will provide an opportunity not 
only to specify the goals and objectives for each 
structural unit of the strategic communications 
system, but also to develop effective and efficient 
materials of information and psychological 
impact to achieve them. This will allow to argue 
the subject of messages and choose the channels 
of distribution of materials of information and 
psychological influence, taking into account the 
individual characteristics of target audiences. 
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Cybersecurity and Information Technology, 
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Abstract  
A new criterion for efficient use of energy resources, the essence of which is to minimize the 
difference between the relative indicators of phytoclimatic life support and phyto-development 
of plants, is proposed for use in automation systems implemented in protected ground facilities. 
It minimizes energy costs, while ensuring a specified quality of plants and products, and takes 
into account the phases of plant development. 
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1. Introduction 

At present, specialized studies have not 
established links between energy consumption 
and the state of the biological component of the 
object in protected ground facilities, which are 
characterized by the spatial distribution of 
technological parameters and indicators of plant 
quality. This is not taken into account in the 
development of principles for the construction 
and operation of energy-flow automation systems 
in spatially distributed facilities – greenhouse 
facilities for the production of products of 
specified quality.  

Rational regulation of the microclimate in the 
greenhouse provides 90% of the crop [1]. The 
main components of the microclimate are 
temperature, light, CO2 level in the greenhouse 
and relative humidity. The maximum level of 
productivity is achieved by reducing plant stress 
and ensuring an optimal balance of all factors. The 
condition of the plant and development are 
evidenced by uniform flowering, fruiting 
(generativeness) and leaf formation and 
development of the root system (vegetativeness) 
[2, 3]. 
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There also arises a need to develop the 
criterion of the effective use of energy resources, 
the essence of which is to minimize the difference 
between the relative indicators of phytoclimatic 
life support and phyto-development of plants. The 
use of the above-mentioned criterion in 
automation systems for the control of energy 
flows in protected ground facilities for the 
cultivation of plant products ensures the 
minimization of energy costs and the 
predetermined quality of plant products, taking 
into account the phases of plant development. 

2. Problem Statement 

The purpose of this paper is to develop a 
criterion for the efficient use of energy resources 
by the control system in an industrial greenhouse, 
which will increase the energy efficiency of plant 
production, while ensuring its specified quality. 

3. Research Methods 

The assessment of the quality of tomatoes 
grown in protected ground facilities, both based 
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on the traditional differential and integrated 
methods, does not solve the problem successfully, 
because there is a need to take into account plant 
development at different phases.  

It is proposed to define phytometric 
parameters of plant development in a non-contact 
manner. In the recognition system, the image is 
processed and entered into the data bank, where it 
is stored in the control unit, subjected to wavelet 
analysis, determination and comparison of the 
coefficients of mathematical decomposition with 
the database for determination of plant 
phytometric parameters [3, 20]. 

Phytometry criterion Фк is characterised by a 
large number of indicators of plant development 
in different plant phases, which have different 
measurement scales. We use the following 
correspondence to bring them to one scale of 
quality assessment of plant development: 

 
Фк =f(К1,К2,…Кn),  (1) 

 
where К1, К2,…Кn – individual indicators of plant 
development quality at different phases. 

In general, the definition of quality indicators 
of plant development will be presented as [2, 4]: 
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where Т – number of groups of tomato quality 
indicators; Н – the number of quality indicators in 
the j group; аі – weighting factor of the i property; 
ki – relative i quality indicator; Gjg – the level of 
quality of the j group of indicators (0≤Gjg≤1); Aj 
– the weight parameter of the j group of tomato 
quality indicators. 

Based on the use of the principles of 
qualimetry [5] we obtained complex indicators for 
assessing the quality of plant development (К1-Кn) 
on the atmospheric temperature Θ and solar 
radiation L. The following regression equations 
were derived from the studies: 

- formation by a plant of quantity of flowers in 
an inflorescence: 

 
К1(Θ, L)=-0,05417+0,0375·Θ-,55843·L-

0,00225·L·Θ2+0,066563·L·Θ+0,11419·L2- 
-0,01188· L2·Θ+0,000339·L2·Θ2; (3) 

 
- formation by the plant of the number of fruits 

on the branch: 
 

К2(Θ, L)=0,24375-0,03125·Θ-0,00203·L-
0,00013·L·Θ2+0,014219·L·Θ+ +0,020176·L2- 

-0,00194·L2·Θ+0,0000181·L2·Θ2; (4) 
 

- the average weight of the fruit: 
 

К3(Θ, L)=1,79762-0,08929·Θ-1,1082·L- 
-0,0012·L·Θ2+0,084598·L·Θ+0,102193·L2- 

-0,00625· L2·Θ+0,0000658·L2·Θ2; (5) 
 

- the weight gain of the fruit: 
 

К4(Θ, L)=0,211504+0,01404·Θ-0,39973·L-
0,00051·L·Θ2+0,023981·L·Θ+ +0,027996·L2- 

-0,00039· L2·Θ+0,0000093·L2·Θ2  (6) 
 
Assessment of the quality of plant 

development by the integral dependence of 
indicators with the same weighting factor of 0.25 
made it possible to obtain the dependence of the 
phytometry criterion of plant development quality 
on the influence of average daily atmospheric 
temperature and light intensity (Fig. 1): 

 
Фк (Θ, L)=0,517645 - 0,01491·Θ - 0,49627·L 

-0,00099·L·Θ2 + 0,045348·L·Θ +  0,063845·L 2-
0,00488· L2·Θ + 0,000103·L2·Θ2  (7) 

 

 
Figure 1: Dependence of phytometric criterion 
on average daily atmospheric temperature and 
light intensity 

 
Using phytometry criterion, we determine the 

level of plant development during its growing 
season. Maintaining the maximum level of 
development will allow to form the maximum 
yield in plants at the initial stage. At the 
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temperatures of 15 - 24ºC in the greenhouse we 
may observe the best formation of the plant yield 
(the number of flowers in the inflorescence, the 
number of fruits on the branch, the average weight 
of the fruit, the weight gain of the fruit). 

To improve plant development, production 
conditions must be maintained, during which 
temperatures measured at different points in the 
greenhouse will be evaluated and compared. The 
control of technological parameters of the 
microclimate during plant growing is based on the 
measured phytometric parameters of the plant, 
which allows to assess the development of plants 
by introducing a phytotemperature criterion to 
assess the condition of the plant [6, 20].  

The phytotemperature criterion Фк for 
estimating the development of a plant and its 
temperature environment evaluates the part of the 
heat coming from the heat carrier of the 
greenhouse heating system for heating the plant 
and the environment around it [6]. Description of 
experimental data was performed using a standard 
technique based on the least square method. Thus, 
the regression equation was obtained explicitly: 

 
Фк (Θр, Θ)=-4,96+0,059·Θр-

0,243·Θ+0,027·Θр·Θ+0,0031·Θр-0,0091·Θ- 
-0,0175·Θр

2-0,0175·Θ2  (8) 
 
To ensure the technological requirements for 

growing quality plant products in the greenhouse, 
it is proposed to assess the temperature of plants 
(Θр) and the atmosphere of the greenhouse (Θ) 
based on the use of phytotemperature criteria for 
assessing plant development (Fig. 2).  

According to the analysis of research 
materials, it is established that the use of 
phytotemperature criterion makes it possible to 
obtain the maximum yield from the plant. As a 
result, from one bush we get less than 160 grams 
of weight gain per day, because at the 
temperatures of 17 - 22ºC the plant receives 
insufficient energy for better development and the 
increase is 5.2 - 6 grams, and at temperatures 
above 25ºC the increase in yield will be less than 
6 g per hour.  

 
 

 
 

Figure 2: Dependence of phytotemperature 
criterion on atmospheric and plant temperatures 

 
To determine the indicator of plant life support 

(Фк), we use the following algorithm on the entire 
area of the greenhouse. Let 𝜈𝑖𝑗(𝑡̃𝑗𝑘) – the value 
of the indicator of the life support of the plant, 
determined on the i row of the j place at the 
corresponding total intensity of solar radiation 
(𝑡̃𝑗𝑘), where ;𝑗 = 1, 𝑛; n – number of 
rows; k – the measurement number in the row 
(𝑘 = 1, 𝐾𝑗); 𝐾𝑗 – the number of measured plant 
life support factors in the j place; (𝑗 = 1,𝑚); m – 
the number of measurements. 

We interpolate discrete dependences  by 
splines: 

 
,   (9) 

 

where  are 
respectively the lowest and highest value of the 
total intensity of solar radiation, for which the life 
support of the plant was determined during the 
measurement period. 

We choose on the interval of  N 
evenly spaced nodes tk . Let us calculate 
the values of splines (9) at these points: 

 
 (10) 

 
These values describe the Фк for all rows and 

places with the same total intensity of solar 
radiation. The value of the indicator for the entire 
area of the greenhouse (10) is presented in (Fig. 
3). 
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Figure 3: The value of the phytoclimatic indicator 
of plant life support over the entire area of the 
greenhouse 

 
Given that  – are coordinates of the i row, 

we will determine the coordinates of the center of 
all rows: 

 
. (11) 

 
Taking into account the zones of similarity in 

the distribution of microclimate parameters, we 
determine the distances between the rows relative 
to their central row, describing the spatial density 
of the rows in which the measurements were 
made: 

 

. (12) 
 
Values inverse to distances , make 

sense of weighted averaging coefficients 
.  

Let us determine the average value  in the 
rows: 

 
. (13) 

 
Graphs of the average value of the 

phytoclimatic indicator of plant life in rows (13) 
are shown in (Fig. 4). 

The average value of the plant life support over 
the entire area of the greenhouse is determined by 
the expression: 

 

.  (14) 
 

 
Figure 4: The average value of the phytoclimatic 
indicator of plant life support in rows 

 
The average value of the plant life support over 

the entire area Фк = 1.2 indicates an excessive 
level of plant life support parameters. 

According to the considered algorithm we will 
determine the value of phytometric criterion (Фм), 
phytotemperature criterion (Фт) and their average 
value – phytodevelopment index (Фр) by rows 
(Fig. 5), which will allow to establish the level of 
plant development and crop quality [7]. 

 

 
 

Figure 5: Dependence of change of average value 
of an indicator of plant life support, phytometric 
and phytotemperature criteria on all area in rows 

 
It was found that the average value of 

phytoclimatic index is Фк=1,2, of phytometric 
criterion is Фм=0,82, of phytotemperature 
criterion is Фт=0,67 and their average value of 
phytodevelopment index is Фр=0,74 on the whole 
area of the greenhouse. 

Exceedance in the value of the Фк>1 indicator 
shows an excessive level of parameters of plant 
life support established by agrotechnology, 
respectively, and the overuse of energy carriers 
for their provision. The value of Фр<1 indicates 
insufficient levels of plant development and 
quality of plant products in the greenhouse. 
Obtaining quality products with minimal 
consumption of energy resources is possible 
provided that the criterion of efficient use of 
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energy resources for the production of plant 
products of a specified quality is minimized 
(Fig. 6): 

R= Фк - Фр →min.   (18) 
 

 
Figure 6: Criterion of efficient use of energy 
resources during the production of plant 
products of specified quality 

 
The strategy of effective control is to reduce 

the standard deviation between the phytoclimatic 
indicator of plant life support and the value of 
phyto-development, when its increase indicates 
inefficient energy consumption by the existing 
control system of plant production technology of 
a specified quality. 

4. Conclusions 

1. The authors offer to introduce the following 
components into the algorithm of operation of the 
control system:  

- phytometric criterion, which is characterized 
by a significant number of indicators of plant 
development in its various phases, namely 
flowering, fruit formation and harvest; assessment 
of the quality of plant development will be carried 
out using the integrated dependence of indicators. 
The use of phytometry criterion determines the 
level of plant development during its growing 
season, and its strict observance allows to form 
the maximum yield of plants at the initial stage;  

- phytotemperature criterion for assessing the 
state of development of the plant, which creates 
conditions for obtaining the maximum yield of 
tomatoes; analysis of changes in plant 
temperature and atmospheric temperature in a 
greenhouse equipped with an automatic air 
temperature control system proves the need to use 
the proposed criterion.  

2. To assess the conditions of plant 
development in the greenhouse the authors used 
phytoclimatic indicator of plant life support and 
assessment of the plant itself – the indicator of 

phyto-development, which allows to determine 
the level of plant development and crop quality. 
Exceedance of phytoclimatic value over 1 has 
been found to indicate an excessive level of plant 
life support from established agro-technology, 
and, respectively, an overexpenditure of energy 
resources spent on their provision. The value of 
the indicator of phyto-development less than 1 
indicates the insufficiently possible level of plant 
development and the quality of plant products. It 
has been established that obtaining quality 
products with a minimum consumption of energy 
resources is possible provided that the criterion of 
efficient use of energy resources is minimized, 
when the average growth of the greenhouse to 
46% indicates inefficient energy consumption of 
existing control systems. 
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Анотація  
Для захисту від інформаційно- психологічного впливу необхідно застосовувати не тільки 
оборонні методи, а й превентивні. Серед таких засобів є аналіз та прогнозування подій, 
інформація про які з зростаючою частотою починає з’являтися та обговорюватися в 
соціальних мережах. Розглядаються питання впливу на людину і суспільство за 
допомогою «м’якої сили» та застосування мережевих структур, які можуть ефективно 
обчислювати, прогнозувати і протидіяти прояву маніпуляцій в цифровому просторі. 
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Abstract  
To protect against information and psychological influence, it is necessary to use not only 
defensive methods, but also preventive ones. Such tools include analysis and forecasting of 
events, information about which is beginning to appear and discuss on social networks with 
increasing frequency. The issues of influencing people and society through "soft power" and 
the use of network structures that can effectively calculate, predict and counteract the 
manifestation of manipulation in the digital space are considered.  
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1. Вступ 

На сьогодні онлайнові соціальні мережі, 
мають надзвичайною популярністю, та є 
одним з основних інструментів інформаційно-
психологічного впливу на значну частину 
населення, і в більшій своїй частині на молодь. 
Необхідність протидії загрозам інформаційної 
безпеки, які можуть бути реалізовані через 
онлайнові соціальні мережі, підтверджена 
Стратегією національної безпеки і Доктриною 
інформаційної безпеки України, що вказує на 
значну актуальність дослідження 
інформаційних процесів в онлайнових 
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соціальних мережах, які є зваженими 
неоднорідними мережами. 

Глибинні зміни у ставленні більшості країн 
світу, зокрема й України, до власної 
інформаційної, а отже, і кібернетичної безпеки 
спонукають приділяти дедалі більшу увагу 
розробленню рекомендацій стосовно коротко- 
та довгострокових пріоритетів трансформації 
безпекового сектору за напрямками пошуку й 
збору інформації з відкритих і відносно 
відкритих джерел, а також добування її із 
закритих електронних джерел, переймаючись 
водночас питаннями захисту власного 
інформаційного ресурсу від стороннього 
кібервпливу [1]. Розв’язанню зазначених 
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проблем у певних аспектах присвячено 
чимало публікацій зарубіжних і вітчизняних 
авторів, таких як В. Бурячок, А. Корченко, В. 
Домарєв, В. Богданович, Дж. Козіол, М. 
Кузнєцов, Кр. Касперськи, К. Митник, І. 
Симдянов. 

2. Основна частина. 

З розвитком інформаційних систем та 
глобальної мережі Internet світове суспільство 
крім отримання значних можливостей щодо 
обміну інформацією стало надто уразливим 
від стороннього кібернетичного впливу, а саме 
від фактично неприхованих спроб впливу 
протиборчих сторін на інформаційний і 
кіберпростори один одного за рахунок 
використання засобів сучасної 
обчислювальної та/або спеціальної техніки й 
відповідного програмного забезпечення (так 
званих кібервтручань) та інших проявів їх 
дестабілізуючого негативного впливу на 
певний об’єкт, що реалізуються за рахунок 
використання технологічних можливостей 
інформаційного і кіберпросторів, створюючи 
при цьому небезпеку як для них самих, так й 
для свідомості людини у цілому (так званих 
кіберзагроз) [2].  

В епоху глобальної інтенсифікації 
інформаційних процесів і їх проникнення в усі 
сфери (соціальну, політичну, економічну) 
діяльності людини, коли практично кожній 
людині доводиться виконувати різні завдання, 
взаємодіючі з численними елементами ІТ-
інфраструктури, залежність кожного індивіда 
від інформаційних систем і мереж та його 
уразливість щодо стороннього кібернетичного 
впливу постійно зростають. Зрештою 
травмується психіка людини, а це, у свою 
чергу, може спонукати її до розголошення 
інформації з обмеженим доступом (ІзОД). 
Саме тому соціальні інженери в пошуках 
об’єктів своїх атак беруть до уваги передусім 
психологічний стан причетних до них осіб [3]. 

Найважливішими завданнями 
інформаційно-аналітичної підтримки роботи з 
онлайновими соціальними мережами є їх 
моніторинг, аналіз, а також прогнозування та 
управління. 

Перші два завдання служать для розуміння 
процесів, що відбуваються в соціальних 
мережах. Моніторинг включає отримання та 
структурування первинних даних. При цьому 
проводиться збір текстів повідомлень, зв'язків 

між користувачами та посилань на зовнішні 
ресурси. Можливості цих систем багато в 
чому визначаються багатством 
використовуваних даних і режимом їх 
обробки. За можливості аналізу даних системи 
моніторингу та аналізу соціальних мереж 
можна поділити на три види: 

• системи, які не здійснюють аналіз даних; 
• системи, що здійснюють ретроспективний 

аналіз даних; 
• системи, що здійснюють аналіз даних в 

режимі реального часу [4]. 
Системи моніторингу, які здійснюють 

роботу в режимі реального часу, складніше в 
розробці і експлуатації, ніж комплекси, що 
використовують ретроспективний збір даних. 
Тому стає очевидним роль даних, отриманих 
раніше і на підставі яких вже були зроблені 
деякі висновки і прогнози, а також створені 
відповідні бази знань. Аналіз має на увазі 
кілька етапів обробки первинних даних. В 
першу чергу, обчислюються базові показники, 
що відповідають на прості питання 
кількісного характеру, наприклад, «скільки 
користувачів в мережі?», «скільки 
повідомлень написав користувач?», «скільки з 
них активних?», «скільки з них мають високий 
рівень авторитету», тощо. Потім проводиться 
виявлення статистичних та структурних 
закономірностей в отриманих даних, що 
дозволяє зрозуміти природу досліджуваної 
мережі. Наприклад, типи розподілів, до яких 
відносяться обговорення тих чи інших тем. З 
точки зору практичного застосування 
найбільший інтерес представляє виявлення 
специфічних закономірностей у вузьких 
предметних обговореннях. Виявлення 
найбільш популярних тем обговорення і, 
головне, реакції користувачів на них. 

Етап прогнозування використовується для 
передбачення з певною часткою ймовірності 
стану соціальної мережі через певний 
проміжок часу за певних умов. 

Вони можуть фокусуватися на аналізі 
різних об'єктів соціальної мережі [5], таких як: 

• мережа «в цілому» (за допомогою 
агрегованих глобальних показників); 

• підмережі і спільноти; 
• окремо взяті користувачі; 
• інформаційні повідомлення; 
• думки (за допомогою показників 

тональності повідомлення щодо деяких 
інформаційних об'єктів); 

• зовнішні вузли - інформаційні ресурси 
мережі Інтернет. Варто відзначити, що 
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інформаційним об'єктом може бути деяка 
персона, подія, організація і т. п. 

На думку авторів, на сьогоднішній день 
мало приділяється уваги такому процесу як 
прогнозування подій. Це можливо пов'язано з 
тим, що завдання аналізу, прогнозування та 
управління можуть бути різними. По-перше, в 
залежності від того, хто ставить завдання, хто 
є кінцевим користувачем системи, хто 
цікавиться цією темою. Існують різні типи 
користувачів, яким необхідно проводити 
аналіз, прогнозування та управління 
онлайновими соціальними мережами [3]: 

• органи державної влади та місцевого 
самоврядування; 

• підприємства державного і приватного 
сектора економіки (комерційні, науково-
дослідні організації, засоби масової 
інформації (ЗМІ)); 

• суспільство (політичні партії, окремі 
фізичні особи). 

По-друге, на скільки очікуваний прогноз 
вигідний користувачеві. Чи не призведе цей 
прогноз до загального погіршення політичної 
чи економічної ситуації користувача, а то і 
взагалі національної безпеки. Бувають 
випадки, і таких досить багато, коли після 
проведення аналізу відсутня будь-яка реакція 
на ситуацію, що склалася, або інформацію про 
подію. Або не наводяться припущення, 
прогнози очікуваного розвитку ситуації. 
Немає тривожного сигналу на негативну 
інформацію. Виникає питання: «Ми не бачимо 
загрози або не хочемо її бачити?». Особливо 
це стосується ситуації з культурними 
заходами, такими як література, кінематограф, 
естрада, живопис і т.д. 

Як відомо, людина живе в трьох вимірах - в 
світі реальному, світі інформаційному і світі 
символічному. Однак саме в сучасному світі 
нові технології і засоби комунікації надають 
настільки потужний вплив на свідомість, що 
реальні дії і події тільки тоді стають 
значущими, коли вони представлені в ЗМІ, 
тобто стають функцією віртуальності. Події як 
би і немає в реальному житті, якщо про неї не 
написано на сайті чи вона не відображено в 
соцмережі. Це одна сторона справи. Важливо 
ще й те, що сучасні технології дозволяють 
легко і швидко маніпулювати свідомістю 
великих мас людей, формувати потрібні 
маніпулятору образи і символи [5]. 

Кращим прикладом такої ситуації, беручи 
до уваги масово-публічні соціальні мережі, є 
як раз - кіно, назване не дарма одним із 

класиків світового пролетаріату - 
найважливішим з мистецтв. Воно дозволяє в 
собі втілити всі можливі прийоми 
психологічного впливу - відео, звук, ритм, ідеї, 
настанови і т.п. У кінофільмах досить легко 
можна словами і діями головного героя 
вселити глядачеві алгоритм дій і «правильне» 
сприйняття проблеми. Прикладами можуть 
бути свого часу популярні фільми, 
виробництва Росії, - «Брат» та «Брат-2», «72 
метри», «Кандагар», що представляють 
українців другосортною нацією зрадників, 
ненав'язливо формуючи у глядача необхідний 
стереотип. 

Такі підходи починають управляти 
користувачем. І тому необхідно розпізнати 
зовнішній вплив і спрогнозувати до чого це 
може привести надалі. 

Фаза управління полягає в наданні 
цілеспрямованих впливів на соціальну мережу 
для переведення інформаційних процесів в 
бажаний стан. На цьому етапі можливі якісні 
рекомендації користувачеві, так звана - «м'яка 
сила». 

Поняття «м'яка сила» (МС) було введено в 
науковий обіг (англ. "Soft power") Джозефом 
Наєм - американським політологом, 
професором Гарвардського університету на 
початку 90-х років минулого століття. 

Основний сенс soft power полягає в 
формуванні привабливої влади або умов 
існування, тобто в здатності впливати на 
поведінку людей, опосередковано 
примушуючи їх робити те, що в іншому 
випадку вони ніколи не зробили б. Такою 
влада стає, не лише спираючись на 
переконання, умовлянні або здатність 
спонукати людей зробити щось за допомогою 
аргументів, а й на «активах», які продукують її 
привабливість. Досягти цього, на думку Ная, 
можливо, використовуючи «владу інформації 
та образів», владу смислів. Іншими словами, 
ядро «м'якої сили» є нематеріальність, а 
інформативність і рухливість. 

М’якосиловий вплив на великі маси людей 
може бути здійснено в досить короткий період 
- він, як правило, не перевищує декількох 
місяців. У цьому випадку найбільш 
ефективними інструментами soft power якраз і 
є ЗМІ, традиційні і нові соціальні медіа. 

У довгостроковій перспективі м’яка сила в 
меншій мірі залежить від риторики, але більше 
пов'язана з практичною діяльністю. В цьому 
випадку ефективними інструментами «м'якої 
сили» є: надання послуг з навчання мови, 
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культури країни, її історії, вищої освіти, а 
також розвиток наук, в тому числі 
громадських, основне завдання яких полягає у 
виробництві смислів - теорій і концепцій, 
легітимізуючих позицію і погляди держави, 
яка проводить політику популяризації свого 
світогляду, традицій укладу життя. 
Сукупність цих стратегій дозволяє впливати 
на систему соціокультурних фільтрів або 
«матрицю переконань» конкретного індивіда, 
суспільства, по відношенню до якого 
застосовується даний тип впливу, змушуючи 
його в кінцевому підсумку змінити свою 
поведінку на потрібну маніпулятору. 

Щоденна життєва практика, переконливо 
доводить: забезпечення інформаційної і 
кібернетичної безпеки — процес 
безперервний, надзвичайно складний і 
багатогранний, причому успіх у його 
реалізації зумовлюється соціумом і залежить 
від кожного його представника, але передусім 
від неухильно здійснюваної державної 
політики в цій сфері, цілеспрямованих зусиль 
усіх гілок влади, наукової громадськості, 
керівників усіх рівнів [6]. Водночас 
систематизовані заходи із запобігання 
численним загрозам не повинні перешкоджати 
дедалі стрімкішому формуванню 
національного інформаційного і 
кібернетичного простору, а також інтеграції 
України у світове інформаційне суспільство 
[7]. Саме тому стратегічним завданням 
деpжавної політики має стати формування 
комплексної системи інформаційної і 
кібернетичної безпеки, в основу якої 
покладено науково обґрунтовані політичні, 
соціальні й економічні критерії та світовий 
досвід щодо правових і організаційних 
аспектів функціонування [8]. 

3. Висновок 

Таким чином стає очевидним необхідність 
приділяти більше уваги процесам, що 
відбуваються в соціальних мережах та 
інформації, яка в них циркулює. Як мовиться 
у відомій приказці: «Немає диму без вогню», 
тобто якщо якась інформація з'являється в 
мережі і починає бурхливо обговорюватися 
користувачами то це комусь потрібно. При 
чому це може бути штучно створений 
ажіотаж. Тому необхідно приділити особливу 
увагу не тільки її окремими складовими, а й їх 
сукупності. Необхідне створення критеріїв, 

алгоритмів і програмного забезпечення для 
прогнозування, попередження ситуації і 
своєчасного прийняття правильних рішень. 
Зрозуміло, що влада, яка прагне зберегти 
суверенність, повинна мати в своєму 
розпорядженні набір інструментів, що 
обмежують (зводять до мінімуму) 
ефективність маніпулятивного впливу «м'якої 
сили». Державам необхідно розробити і 
застосовувати ті мережеві структури, які 
можуть ефективно виявляти, прогнозувати і 
протидіяти прояву маніпуляцій в цифровому 
просторі, працювати в тому ж операційному 
полі, що і їх потенційні і реальні противники. 
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Abstract  
The article presents a brief overview of methods for ensuring the navigation safety of vessel 
traffic, which are divided into three categories: methods of early detection of the collision 
possibility of ships, methods of maneuvering to avoid a collision and planning trajectory 
methods of the ship. A detailed theoretical review of methods for assessing the risk of a 
dangerous approach of ships, associated with ensuring the navigation safety of ship traffic, is 
carried out in detail. The representation of ship domains is disclosed to assess the risk of a 
dangerous approach of ships. The work provides links to sources that clarify the presented 
material. 
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1. Introduction 

The science of ensuring safe navigation in the 
civil and military spheres is in the process of 
improvement. A global issue in this scientific area 
is prevention of groundings and collisions of 
ships. This science examines the aspect of the 
problem of navigation safety from all sides. 
Navigation figure 1, since antiquity, as a result, 
has created problems of navigation safety. 
Ensuring navigational safety is a task that is a 
complex multi-level complex. 

To solve this problem, the forces are united: 
manufacturers of maritime navigation aids, 
international organizations, administrations of 
states participating in world shipping. The 
cooperation of these entities forms a system for 
ensuring safe navigation. Despite such 
cooperation, a high percentage of ship accidents 
at sea is an objective reality that cannot be denied 
and is primarily due to the peculiarities of external 
and internal factors accompanying navigation, 
which will always be present regardless of the 
human factor. The level of state and reliability of 
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navigation in modern conditions, the real 
accuracy of navigation and the quality of 
navigation problems is about twice worse than 
expected. It follows that the complete elimination 
of the accident rate of ships has no chance. But it 
is quite possible to influence the number of 
accidents with the help of various measures and 
try to achieve its relative maximum reduction for 
a period that is limited. Such a drop in the accident 
rate can be achieved up to a certain level, after 
which the accident rate will inevitably grow again 
or temporarily stabilize [1]. This conclusion 
follows from the realities of the present time, 
which can be characterized: 

1. An increase in the volume of water 
transport 
2. The increasing traffic intensity in areas of 
busy shipping leads to a constant increase in 
the workload on boat masters 
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Figure 1: Water transport 

 
Experimental studies show that the largest 

number of accidents in water transport occur in 
the areas of responsibility of ports and on the 
approaches to them. In this regard, the problem of 
safe movement at sea becomes most acute in 
limited waters and cramped navigation conditions 
[2]. 

2. Aspects of the tasks for ensuring 
the navigation safety 

One of the seven ancient man-made wonders 
of the world - the Pharos lighthouse, and the 
miraculous miracle - the Pillars of Hercules were 
navigational landmarks on the approaches to 
Alexandria and Gibraltar and helped mariners 
prevent their ships from aground. And this is one 
of the proofs that at that time the knowledge, 
experience and intuition of the navigator was not 
enough to guarantee the safety of navigation. In 
modern conditions when the main cause of 
maritime accidents is breakdown, damage, or 
equipment failure. The worst regions in terms of 
maritime accidents, according to the AGCS 
report, are the waters of southern China, 
Indonesia, and the Philippines. Every fourth 
incident occurs in those areas. Even though Asia 
remains the most unfavorable region due to the 
busiest routes and the old fleet. Next come the 
Eastern Mediterranean and the Black Sea and the 
British Isles. From the analysis of catastrophes, 

the existing problems of the safety of navigation 
becomes acute in limited waters and cramped 
navigation conditions. As a result, special 
methods of preventing collisions of ships, 
introduced into complex technical navigation 
systems, are in great demand [4,5]. The legal 
framework at this stage, despite the emergence of 
unmanned navigation, regulates that the 
management of a ship is the exclusive right of its 
captain. In his actions, the boat master is only 
guided by the information provided by various 
navigation aids, but the final decision on the 
movement of the vessel is made only by the boat 
master. And because of this, it has led to the fact 
that in navigation, extraordinary approaches to 
traffic management have developed and are used. 
Because of this, the methods of ensuring the 
navigation safety of vessel traffic can be divided 
into three categories: methods of early detection 
of the collision possibility (collision risk 
assessment), methods of maneuvering to avoid a 
collision (collision avoidance), and planning 
trajectory methods of the safe movement of the 
vessel. Brief comparative characteristic these 
methods: 

Method 1. On-board radio and computer 
systems, which are called on-board collision 
avoidance systems, have been recognized as 
highly effective means of preventing collisions in 
shipping. The English name for these complexes 
is Collision Avoidance System. The on-board 
collision avoidance system is a proven system 
based on the use of surveillance radar signals and 
other navigational aids. It operates independently 
of ground equipment and provides information on 
situations that other vessels can create in various 
navigational conditions. The collision avoidance 
system provides information to the officer of the 
watch on the situation in the navigation area 
through the provision of visual and voice 
information, ensures the timely detection of 
threatening vessels, classifies vessels according to 
their degree of danger, and issues 
recommendations for the appropriate maneuver. 
The collision avoidance system monitors vessels 
in the surrounding water area within a radius of up 
to 24 miles from own vessel [3]. Such observation 
makes it possible to determine the trajectory of the 
relative movement of each oncoming object, to 
assess the risk of collision of own ship with other 
objects. With the help of communication 
facilities, coordination of planned maneuvers can 
be carried out with other vessels. 

Method 2. The problem of divergence of 
vessels in the water area is a priority in the 
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management of the vessel. Without disregarding 
the increasing intensity of traffic on all 
international water communications, it is possible 
to ensure a satisfactory level of traffic safety in 
recent years using innovative means of radio 
navigation. For this reason, the problem of 
divergence of ships should be considered only in 
accordance with the section "Use of automatic 
radar plotting means". 

The main document among the normative ones 
that determine the reliability of the divergence of 
ships is the "International rules for preventing 
collisions of ships at sea" (IRPCSS-72) [6]. 

These Rules oblige each vessel to carry the 
appropriate lights and signs, to sound the 
appropriate sound signals, to use all available 
means in accordance with the prevailing 
circumstances and conditions to enable each of 
them to: 

1. To detect in advance the presence of other 
vessels; 

2. To determine the degree of danger in order 
to identify the existence of a collision hazard; 

3. Take into account the mutual obligations 
when maneuvering the gap; 

4. Ensure safe divergence in all visibility 
conditions. 

Method 3. The lack of a quantitative 
description of the concept of "limited visibility" in 
the IRPCSS-72 causes a contradiction between 
R. 19 ("Swimming with limited visibility") and 
R. 15 ("Situation of intersecting courses in sight 
of each other") in cases where the visibility range 
is of the same order of magnitude with D. Having 
detected in such conditions with the help of the 
radar an approaching vessel from the right side, a 
prudent navigator will make way for him, without 
waiting for this vessel to come within the distance 
of visual visibility and he will have to act in 
conditions: the short period of time and minimal 
space. 

In addition, the International Maritime 
Organization at the United Nations (IMO) in 1978 
adopted the Convention on the Training, 
Certification and Watchkeeping of Seafarers. This 
Convention defines the minimum requirements 
for the knowledge and practical skills of boat 
masters in relation to ship divergence and the use 
of radar information. IMO has also formulated 
requirements for programs for radar surveillance, 
laying and use of automatic radar laying facilities. 
All this is aimed at increasing the reliability of the 
divergence of ships. 

Method 3. Get answers to the questions: 
determination of the current coordinates of the 

vessel in the coordinate system - bearing and 
distance relative to a given point; determination of 
the actual trajectory of the vessel's movement, the 
actual elements of movement, is possible with the 
help of navigation methods for monitoring the 
position and movement of the vessel. Evaluation 
of the trend of the vessel's movement to predict 
the current coordinates in time, control of the 
lateral deviation of the vessel from and calculation 
of the course correction. The listed monitoring 
tasks are referred to as “Real-time tasks”. The 
more difficult the navigation conditions are, the 
shorter the “real time clock” should be. The 
advantage of each navigation method is 
determined by the main features of the 
characteristics: the accuracy of determining the 
current coordinates of the vessel, the duration of 
navigation determination and the discreteness of 
the definitions [7]. Methods of control over the 
position and movement of the vessel are divided 
into two groups: "navigational" and "pilotage". 
With “navigator” control methods based on 
navigation measurements, the point at which the 
vessel was located, and depending on the position 
of this point relative to the line of the given path, 
solve the remaining navigation problems. The 
navigational methods include the reckoning of the 
ship's coordinates, its refinement along one line of 
position, navigational observations, as well as 
methods formed by their combinations, including 
"corrected dead reckoning" 

2.1. Security Domains 

The area around a ship of a certain radius, 
shape, and size, not considering geometry, actual 
dimensions, the current course, into which the 
oncoming ship should not enter is called the ship's 
domain. The ship's heading is determined by 
evaluating the speed vector from radar 
observations during several turns of the antenna. 
This definition indicates that the information is 
not received in real time, but nevertheless this area 
is called the "navigation safety zone". In methods 
for assessing the risk of dangerous approach by 
the foundation, there is a point of the shortest 
approach of ships (closest point of approach). For 
navigational safety, the shortest distance is greater 
than the critical value. The following values are 
provided: "time of movement to the point of the 
shortest approach of ships" (time of closest point 
of approach), "distance to the point of the shortest 
approach of ships" (distance to closest point of 
approach). 
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Research groups that study the issue of ship 
collision avoidance use a variety of domains: 
circular, elliptical, and other complex shapes. The 
domain boundary is interpreted as a function of 
the ship's heading angle. At this point in time, to 
use the security domain, each domain is analyzed 
separately. Based on this, we can conclude that the 
domain cannot fully solve all the problems of 
discrepancy due to strictly defined domain 
boundaries. 

The Goodwin domain model is divided into 3 
sectors. The dimensions of the free zone from 
other objects are different. Depends on the 
situation in a certain period. The radius of the 
sectors corresponds to the critical values of the 
closest approach of ships for each scenario 
Figure 2.  

 
Figure 2: Goodwin domain  

 
Deepening the idea of Goodwin is carried out 

by the Davis domain, presented in the form of an 
ellipse with an offset center, divided into sectors. 
For the navigator, this is an indicator for deciding 
to perform an evasive maneuver when other 
objects intrude into the active domain Figure 3. 

Caldwell's ship domain is a different 
configuration depending on the ship's 
approaching scenario. With oncoming traffic in 
the domain, the stern part is completely absent. 
When overtaking, the domain has an ellipsoidal 
shape. 

Tszyu's ship domain is based on neural 
networks trained by the backpropagation method, 
which makes it possible to partially consider the 
influence of the external environment without 
resorting to complex classical deterministic 
mathematical models of its description [8]. 

 

 
Figure 3: Davis domain 

The ship domain proposed by 
S. V. Smolentsev, A. E. Filyakov considers the 
navigation features of the navigation area and the 
hydrometeorological situation. Eliminates the 
occurrence of false alarms when a vessel enters 
the safety domain that is moving in the opposite 
direction in its lane [9]. The position of the 
security domain boundary is parameterized and 
depends on the value of one parameter, which is 
convenient for performing calculations. In 
addition, the border of the proposed safety zone is 
smooth, which excludes jumps in solutions for 
different course angles of entry of targets into this 
zone [10]. 

There are groups of our and foreign researchers 
who are working towards assessing the risk of 
collision and improving ship domains. An 
unconventional method for clarifying the situation 
of approaching ships at sea based on information 
from an automatic identification system was 
proposed by Bukaty Vitaly Mikhailovich, 
Morozova Svetlana Yurievna. Titov A.V., Zaikova 
S.N., Volynskiy I.A., Khmelnitskaya A.A. in their 
work the current state and problems of using inland 
waterways (on the example of the Volga-Caspian 
Sea shipping canal) and Nitsevich A.A., Melnikov 
N.V., Khristich D.Yu., Lebedev V.P. in work 
Collision of ships use the method of M.A. 
Konoplev, who presents the risk assessment in the 
form of a fuzzy system. 

3. Conclusions 

One of the main problems of navigation, 
namely the navigation safety, remains unresolved, 
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although the work is carried out by all groups 
according to the law of a conical spiral. 

The article presents a brief overview of 
methods for ensuring the navigation safety of 
vessel traffic, which are divided into three 
categories: methods of early detection of the 
possibility of collision of ships, methods of 
maneuvering to avoid a collision and methods of 
planning the trajectory of the safe movement of 
the ship. A detailed theoretical review of methods 
for assessing the risk of a dangerous approach of 
ships, associated with ensuring the navigation 
safety of ship traffic, is carried out in detail. To 
assess the risk of a dangerous approach of ships, 
the presentation of ship domains of complex 
figures is given - a dangerous approach of ships. 

The work provides links to sources that clarify 
the presented material. 
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Abstract  
The rapid development of computing, mobile and Internet technologies, the digital economy, 
on the one hand, hybridity and synergy, the development of post-quantum cryptography (the 
emergence of a full-scale quantum computer), on the other, put forward more stringent 
requirements for the principles of building special security mechanisms in modern special-
purpose systems. Targeted attacks in cyberspace also require a change not only in the principles 
of building a special communication system for critical infrastructure objects (SCS CIO), the 
system for communicating commands / control signals to the CIO elements, as well as the 
creation of fundamentally new approaches to the formation and transmission of commands for 
their use not only of the SCS equipment, as well as open modern commercial systems based on 
Internet technologies. This approach allows, in the context of the economic crisis, to ensure the 
delivery of the signal within a certain time frame in the conditions of modern hybrid cyber 
threats to the control system through the use of cyberspace infrastructure (synthesis of modern 
technologies of computer systems and networks, Internet technologies and technologies of 
mobile communication). The proposed mathematical component of the assessment of the 
reliability and probability of delivering the corresponding commands / signals allows the 
proposed model to be used to simulate various interventions into a special-purpose system, both 
external and internal. 
 
Keywords 1 
modified special purpose system, critical infrastructure, cyberspace, quantum period. 
  

1. Introduction 

The modern development of computer 
technology, the rapid development of cyberspace 
technologies, the emergence of new hybrid threats 
and their modification put forward more stringent 
requirements for special-purpose systems. This is 
due to the need to bring commands / control 
signals with a high degree of reliability, safety and 
efficiency to the elements of the CIO 
infrastructure in the post-quantum period (the 
emergence of a full-scale quantum computer). 
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This approach requires not only the formation of 
programs for the standardization of the 
information infrastructure of the CIO elements 
based on international standards and Green Paper 
approaches, but also the ability to counter modern 
threats with signs of hybridity and synergy. 

1.1. Analysis of recent research and 
publications 

[1-8] determines the need to create a special-
purpose system for critical infrastructure 
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facilities, which makes it possible to form a 
control system in the conditions of post-quantum 
cryptography, the growing demands of cyber 
terrorists, targeted cyberattacks on 
communication channels and elements of the 
CIO. In [7], it is predicted that by 2025, 2.8 billion 
subscribers will use the 5G network. By the same 
year, the share of fixed wireless access networks 
in global traffic will increase to 25%, reaching 
160,000,000 connections. According to research 
[9], today more than 5,000,000,000 consumers 
interact with data every day − by 2025 this 
number will be 6,000,000,000, or 75% of the 
world's population. In 2025, every connected 
person will have at least one data access every 18 
seconds. Many of these interactions are driven by 
the billions of IoT devices connected around the 
world, which are expected to generate over 90 ZB 
(10²¹ bytes) of data in 2025. This indicates the 
possibility of considering the use of these systems 
as possible channels of a modified special-
purpose system, subject to additional information 
transformation. However, in [2-5], US experts 
note the possibility of breaking symmetric and 
asymmetric cryptosystems that provide security in 
cyberspace as a combination of Internet 
technologies, computer systems and networks, as 
well as LTE (Long-Term Evolution − long-term 
development) technologies in the context of the 
emergence full-scale quantum computer (post-
quantum period). 

1.2. The purpose and objectives of 
the study 

The aim of the research is to develop a model 
of a promising special-purpose system for critical 
infrastructure facilities. 

To achieve the goal of the reserch, it is 
necessary to solve the following tasks: 

− development of a mathematical model of a 
promising special-purpose system CIO; 

− mathematical assessment of the probability 
of delivering a message using a special-purpose 
system CIO; 

− mathematical assessment of the reliability of 
the proof of the message using the special-purpose 
system CIO. 

2. Development of a mathematical 
model of a promising special-
purpose system. 

To ensure the safety, reliability and efficiency 
of the transmission of commands and / or control 
signals, a national system of confidential 
communication is used. 

The national confidential communication 
system is a set of special dual-use communication 
systems (networks) that, using cryptographic and 
/ or technical means, ensure the exchange of 
confidential information in the interests of state 
authorities and local governments, create 
appropriate conditions for their interaction in 
peacetime and in in the case of the introduction of 
a special and martial law [1, 6].  

A special communication system (network) is 
a communication system (network) intended for 
the exchange of information under limited access. 
A special dual-purpose communication system 
(network) is a special communication system 
(network) designed to provide communication in 
the interests of state authorities and local 
authorities, using part of its resource to provide 
services to other consumers. The subjects of the 
National System of Confidential Communication 
are state authorities and local self-government 
bodies, legal entities and individuals who take part 
in the creation, functioning, development and use 
of this system. Management of the National 
System of Confidential Communications, its 
functioning, development, use and protection of 
information are provided by a specially 
authorized central executive body in the field of 
confidential communications in accordance with 
the legislation. Centralized systems of 
information protection and operational and 
technical management are state-owned and are 
not subject to privatization. The owners of other 
components of the National System of 
Confidential Communications may be subjects of 
economic activity, regardless of the form of 
ownership. The main feature of such systems is its 
hierarchical structure and transmission method 
based on forward error correction. This approach 
requires the transmission of additional 
("unnecessary" − checking) characters, greatly 
simplifies the detection-suppression and / or 
complete blocking of these communication 
channels for the adversary. 

However, the rapid development of computing 
resources for both Internet and mobile 
technologies LTE (Long-Term Evolution) allows 
the use, given the "steganographic" properties of 
these communication channels. The 
"steganographic" property is understood as the 
possibility of hiding from the attacker the fact, 
place, time and content of information transmitted 
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by breaking the commands and / or control signals 
of the OCI into separate blocks (packets). This 
approach allows the use of open communication 
channels with a commercial method of delivering 
information to the recipient − the decisive 
feedback. In addition, the use of this approach 
does not require significant economic and human 
resources. Consider the model of a modified CIO 
control system on the example of the Armed 
Forces of Ukraine. In the system that is proposed 
to be used as a projects of the National 
Confidential Communication System: special 
communication systems (networks) as well as 
systems of open public Internet systems and 
mobile communication systems based on “G” 
technologies. In this system, the switching nodes 
are denoted by: scsGF

iсh  (special communication 

systems of the Ground Forces), 1,i I ,, scsAF
jсh  

(special communication systems of the Air 
Force), 1, ,j J  scsNF

lсh  (special 
communication systems of the Naval Forces), 

1,l L , special dual-purpose system sdpsD
kсh  

(special dual-use system), 1,k K , open 
Internet system oIS

mсh  1,m M , open mobile 
communication system omcs

qсh  (open mobile 

communication system) 1,q Q . 
Communication channels are denoted 
accordingly: ,scsGF

ixl  1,x X , scsAF
jyl , 1,y Y , 

scsNF
lzl , 1,z Z , special dual-purpose system 
sdpsD
kfl ,, 1,f F , open Internet system oIS

mvl ,, 

1,v V , open mobile communication system 
omcs
qnl ,, 1,n N . 

Thus, the overall system of the proposed 
special purpose control system CIO will be a set 
of individual components of the intermediate 
switching nodes and channels, and the total 
probability of receiving a command and / or signal 
is determined by the formula: 

1 1

1 1

1 1

1

ACCS
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where: 
scsGF
ip  − the probability of correct reception / 

transmission of the i-th switching node scsGF
iсh ; 

scsGF
ixp  − the probability of correct 

transmission from the i-th switching node scsGF
iсh  

through the x-th channel ;scsGF
ixl  

scsAF
jp  − the probability of correct reception / 

transmission of the j-th switching node ;scsAF
jсh  

scsAF
jyp  − the probability of correct 

transmission from the j-th switching node scsAF
jсh  

through the y-th channel scsAF
jyl ; 

scsNF
lp - the probability of correct reception / 

transmission of the l-th switching node scsNF
lсh ; 

scsNF
lzp  - the probability of correct transmission 

from the l-th switching node scsNF
lсh  through the 

z-th channel scsNF
lzl ; 

sdpsD
kp  − the probability of correct reception / 

transmission of the k-th switching node sdpsD
kch ; 

sdpsD
kfp  − the probability of correct 

transmission from the k-th switching node sdpsD
kch  

through the f-th channel ;sdpsD
kfl  

oIS
mp - the probability of correct reception / 

transmission of the m-th switching node ;oIS
mсh  

oIS
mvp - the probability of correct transmission 

from the m-th switching node oIS
mсh  through the v-

th channel ;oIS
mvl  

omcs
qp - the probability of correct reception / 

transmission of the q-th switching node omcs
qсh ; 
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omcs
qnp - the probability of correct transmission 

from the q-th switching node omcs
qсh  through the n-

th channel omcs
qnl . 

3. Mathematical assessment of the 
probability of delivering a message 
using a special-purpose control 
system for the OQI 

Taking into account the possibility of modern 
cyber threats, the computing capabilities of cyber 
terrorists in the special-purpose control system of 
the CIO, it is proposed to transmit commands and 
/ or control signals by separate independent units 
through all channels, both a special confidential 
communication system and over open networks. 
Commands are transmitted in parallel. Each of the 
networks can be subject to attacks of a different 
nature, which lead to the failure of the 
corresponding network. We calculate the 
probability of delivery of a message that is 
transmitted (hereinafter, a packet), with the 
parallel operation of three networks (a special 
communication system (network) of the aircraft, 
an open Internet network, an open mobile 
network), provided that there is a majority body 
on the receiving side that makes decisions and the 
correctness of information transmission in the 
case of identity of at least two packets. 

Let the probability of command transmission 
without distortion and failure for a special system 
(network) of communication − 

SCS

cr
QP , second 

network − 
oIS

cr
QP , third network − 

omcs

cr
QP , ie packet 

transmission without failures and losses, which 
can be caused by attacks of different classes. If 
there was no majority body on the host side, the 
probability of receiving a package on at least one 
of the networks could be calculated as follows: 

( ) ( ) ( )1 – 1 – 1 –

ACCS oIS oIS omcs

SCS oIS omcs

cr cr cr cr

err er

Q Q Q Q

Q Q
r err

Q

P P P P

P P P

= + + =

=   , 

where  
SCS

err
QP - the probability of erroneous reception 

of the command in a special system (network) of 
communication; 

oIS

err
QP  − the probability of 

erroneous reception of the command on the 
Internet; 

omcsQ
errP  − the probability of erroneous 

reception of the command in the mobile network. 
This expression can be interpreted as the value 

of the probability that all three networks will not 
fail simultaneously. 

If there is a majority body on the receiving 
party to the calculation of the probability of 
receipt and confirmation of the correctness of the 
received package must be approached in a slightly 
different way. 

Consider all possible states of the three listed 
networks. All sets of states are summarized in 
table. 1. 

 
Table 1 
Possible states of the three command transmission networks 

№ situations 
Network status 

Probability of implementation SCS

err
QP  

oIS

err
QP  

omcsQ
errP  

1 + + + 
ACCS SCS oIS omcs

cr cr c
Q Q

r
Q

r c
QP P P P =  

2 + + - ( )1
ACCS SCS oIS SCS

cr cr cr
Q Q Q

r
Q

cP P P P  −=  

3 + - + ( )1  
ACCS SCS oIS omcs

cr cr cr c
Q Q Q Q

rP P P P= −   

4 - + + ( )1  
ACCS SCS oIS omcs

cr cr cr c
Q Q Q

r
QP P P P= −   

5 + - - ( ) ( )1 1  
ACCS SCS oIS omcs

cr cr cr c
Q Q Q

r
QP P P P−−=  

6 - + - ( ) ( )1   1  
ACCS SCS oIS omcs

cr cr c
Q

r r
Q Q

c
QP P P P− = −  

7 - - + ( ) ( )1  1   
ACCS SCS oIS omcsQ

cr cr cr
Q Q

c
Q
rP P P P= − −   

8 - - - ( ) ( ) ( )1  1  1  
ACCS SCS oIS omcsQ Q Q Q

cr cr cr crP P P P= − − −   
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The “+” sign indicates that the packet was 
transmitted successfully, and the “-” sign 
indicates that due to various reasons (attacks, 
physical damage, technical failures, etc.), the 
packets were not delivered, or the packet came 
with distortions. The first four situations 
correspond to cases where the majority body can 
confirm that 2 of the 3 packets are identical, and 
can be interpreted as a correctly transmitted 
command. In other cases, the majority body 
cannot confirm the identity of the received 
packets on at least 2 networks. The probabilities 
of realization of the corresponding situations are 
given in the last column of table. 1. 

Then the probability of receiving identical 
packages on at least 2 networks, which allows the 
majority body to work, will be equal to the sum of 
the probabilities of the first four situations: 

 
However, when using a special network, it is 

possible to detect and correct any number of errors 
based on decoding algorithms. The payment for 
reliability and efficiency is the additional 
transmission of redundant (check) characters, 
which greatly simplifies the execution of a DOS0 
attack by a cyber attacker. 

4. Mathematical assessment of the 
control signal reliability using a 
special-purpose system. 

A detailed study of the statistical properties of 
error sequences in real communication channels 
[10, 11] showed that errors are dependent and tend 
to group (package), ie there is a certain 
relationship between them − correlation. Most of 
the time the information passes through 
communication channels without distortion, and 
at certain points in time there are condensations of 
errors, so-called packets (packs, groups) of errors, 
within which the error probability is much higher 
than the average error probability calculated for a 
significant transmission time. In such conditions, 
the protection methods that are optimal for the 
hypothesis of independent errors are ineffective 
when used in real communication channels. HF 
radio channels and wired data transmission 

channels used for the organization of control and 
communication in a special system (network) of 
communication of the Armed Forces, prone to a 
significant grouping of errors with a slight mean 
asymmetry. Then, with the group nature of the 
error distribution, one parameter (error 
probability) does not fully characterize the 
channel, additional parameters are needed that 
reflect the degree of error grouping in different 
data transmission channels. 

To calculate the reliability of command 
transmission in a special system (network) of 
communication of the Armed Forces, we use a 
simplified mathematical model of Bennett-
Freulich, which does not impose restrictions on 
the type of law of distribution of error packet 
lengths [10, 11]. The advantages of the simplified 
Bennett – Freulich model include relatively low 
computational complexity, a small number of 
parameters, high accuracy compared to the 
Gilbert model, and the possibility of arbitrary 
choice of the nature of the distribution of error 
packet lengths. To set a simplified Bennett – 
Freulich model, it suffices to set the probability пР  
− the probability that from this position will begin 
a continuous package of errors of any length and 
distribution, ( )Р l  − the probability of a 
continuous package of length l . Then ( )пР l  − the 
probability that from this position will start a 
continuous packet of errors of length l is equal to: 

 
( ) ( )п пР l Р P l=  .

 
 
Consider a simplified Bennet-Freulich model 

with disparate bundles of errors and their possible 
adjacency. In this case, no more than n characters 
can occur on a block length 

' n
l


 

=  
 

 

blocks of length errors l. 
Then the probability of correct receiving of 

commands and / or signals in a special 
communication system (network) of the Armed 
Forces is determined by the formula: 

( )
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where  − number of packet combinations, n − 
packet length. 

To calculate the probability of correct 
reception of commands on the Internet, we also 

( )
( )
( )

1  

1  +

1   

ACCS SCS oIS omcs

SCS oIS omcs

SCS omcs oIS

oIS omcs SCS

cr cr cr cr
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cr cr

Q Q Q Q

Q Q Q

Q Q Q
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Q Q Q

P P P P

P P P

P P P

P P P

 
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= +

+ −

+ −

+ − 
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use a simplified Bennet-Freulich model. One of 
the modifications of the Bennett-Freulich model, 
which provides a polygeometric distribution of 
the lengths of error packets considered in[10, 11]. 

In [11] it was shown that the lengths of error 
packets in most real channels are distributed 
according to the normal law. Thus, instead of the 
packet length distribution function F (ln), it is 
sufficient to specify the mathematical expectation 
mln and the standard deviation σln. The length of 
the interval between the beginnings of 
neighboring error packets Λ is a discrete random 
variable (DRV). We construct a series of DRV 
distributions and find the DVV distribution 
function Λ. The range of distribution of DRV Λ is 
shown in table. 2. 

 
Table 2 
A series of distributions of a discrete random 
length of the interval between the start of error 
bursts Λ 

Λ 0 1 2 … i … 

P{Λ = λ} Pb Pb (1 - Pb) Pb (1 - Pb) 2 … Pb (1 - Pb) i … 

 
where Pb is the probability of an error packet. 

DRV distribution function Λ 

 

( )

-1

0
2 -1

( ) ( )

1 (1 ) (1 ) ...(1 )
1 (1 ) 1 (1 ) 1 (1 ) .
1 (1 )

i

b b b b

b b
b п b

b b

F P P

P P P P
P PP P P
P P





 


  

=

=   = =

= + − + − + − =

− − − −
=  =  = − −

− −
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The error burst length Ln is also a random 
variable. It is distributed according to the normal 
distribution law with the parameters mln and σln, 
and in the general case can take values from 0 to 
∞. 

Let’s introduce into consideration a random 
variable A equal to the difference between Λ and 
Ln 

А = Λ − Ln. 
Random variable A can take values from 0 to 

∞. A is the length of the i-th error-free interval 
(Fig. 1). 

The probability of correct transmission of an 
n-bit data block can be defined as the probability 
of a random event, random variable A takes on a 
value greater than or equal to n, that is 

   P A n 1 P A n 1 ( ),cor AP F n=  = −  = −  
where FA(n) is the distribution function of the 
random variable A from the argument n. 
 

 
Figure 1: Explanation of the meaning of the 
random variable A 
 

A random event B, which is that random value 
A will take a value less than n, can be represented 
as the sum of incompatible events: 

B0 − a random event, which is that Λ <n and 
0≤Ln <1; 

B1 − a random event, which is that Λ <n + 1 
and 1≤ Ln <2; 

B2 − a random event, which is that Λ <n + 2 
and 2≤ Ln <3; 

… 
Vi − a random event, which is that Λ <n + i and 

i≤Ln <i + 1. 
The random variables Λ and Ln are 

independent. Then the probabilities of these 
events are equal 
 

0 n
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… 
Since the events B0, В1, В2,…, Вi,… 

incompatible, then 
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The probability P{Λ <n + i} is nothing but the 
distribution function random variables Λ from the 
argument n + i 

 
  ( ) ( )пP n i 1 1 .n iF n i P +

  + = + = − −  
 
In order to find the probability that the value of 

random variables Ln, distributed by the normal 
law with the parameters mLn and σLn, falls in the 
interval [i, i + 1), we use the known formula 
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where Φ(x) is the Laplace function of the 
argument x. 

Substituting (2), (3) into (1), we obtain the 
distribution function BB BB 
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Then the formula for calculating the 
probability of correct transmission of a data block 
of length n bits takes the form 

n
0

1 ( ) 1
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1 (1 ) .n n

n n

cor A

l ln i
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Thus, for an open Internet with crucial 
feedback and a positive receipt, the probability of 
receiving the correct commands is determined by 
the formula: 

0
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where n – length of i-th frame, Pn − probability of 
burst errors; mLn − mathematical expectation of 
packet length in errors; σLn -standard deviation of 
length packet of errors, N is the maximum number 
of repetitions determined by the formula, which is 
determined by by the formula:  

( )1
ln 1

,
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nec I ae
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Р Р
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   −
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  
 

  
 
 
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where  
Pnec − necessary probability delivery 

packagein; 
РIae − the probability of an error in the 

package; 
РIct − probability right packet transmission 

with one attempts; 
х    − the nearest integer greater than or equal 

to x. 
In cellular networks for determination of 

signal strength and interference at the input of the 
receiver of the subscriber terminal for prediction 
of losses when signal propagation is used model 
Okamura-Cottage. In accordance with this model, 
the signal power at the input of the receiver Pave 
subscriber station, which is at a distance R from 
the transmitter,is equal to  

( ) ( )( ) ,
omcs

c r
Q
r adP R P L R=    

where Prad(Θ) − which emits the power of the 
transmitter depending on the direction to the 

subscriber station; at this is expectedthat the 
antenna of the subscriber station has a pie chart; 
L(R) − losses (size, reverse attenuation) signal at 
distribution in urban areas,, depends from altitude, 
antennas which transmit and accept, distance 
between them,, carrier frequencies, empirical 
coefficient.  

Power signal on during receiver back 
proportional distance to transmitter:  

( )( ) ,
omcs rad

cr
Q

x

P
P R

B R


=


 

where B − coefficient, calculated empirically and 
depends from altitude, transmitting and reception 
antennas -hBS, carrier frequencies; x -indicator 
degree at R:  

x = 4.49-0.655lg (hBS). 
Power interference obstacles,, created six 

interfering transmitters the first hexagon,, is equal 
to  
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Formula power interference obstacles,, created 

six interfering transmitters another hexagon:  
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the third hexagon: 
( )

( ) ( )
1

3

16
108

rad
п x x

P
P

B R


= 


 

114



At work in cellular network appear 
interference from transmitters base stationsthat 
work on matching frequencies (in adjacent 
channels), and in results on during receiver 
necessary consider relation signal/ (noise + 
interference obstacle): 

s

noise obs

Ph
P Р

=
 +



 

The probability of non-compliance with the 
requirements for permissible relation 

signal/obstacle (S/OBS) in point reception P(C) 
depends from dimensionality cluster. Probability 
P(C) decreases with growth dimensionality 
cluster. At this simultaneously falls frequency 
efficiency network. Evaluated different options 
clusters and absorbs optimal. Results evaluation 
different options clusters for standard GSM-900 
bent in table. 2. 

 

 
Table 3 
Evaluation of clusters for the GSM-900 network 

Dimensionality cluster C 
Parameters 

Sectorality M 
1 3 6 

3 Р(C), % - - - 6.2  21.8 29.5  0.4  6.6  14.5 
4 Р(C), % 39 49.6 -  2.3  14.7 23.6  0.3  4.3  11.5 
7 Р(C), % 6.4 25.8 35 0.2  6.4  15.2  0.01 1.7  6.8 

 
 
Thus, for a mobile network based on LTE 

technologies, the probability of correct command 
reception is determined by the formula: 
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Then the probability of correct reception in the 
proposed modified special-purpose system is 
equal to: 
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5. Conclusions 

1. The analysis of the existing special-purpose 
model in the control systems of critical 
infrastructure facilities does not allow the 
transmission of control signals / commands to the 
elements of the AQI infrastructure with the 
required level of reliability in the context of 
modern targeted cyber threats requires new 
approaches and the use of all possible channels for 
communicating combat orders. 

2. The proposed model of a promising special-
purpose system for managing objects of OKI uses 
both a system of special communication 
equipment and open commercial systems of 
cyberspace. When transmitting, it is proposed that 
each message is split into separate components, 
which are transmitted over all channels. In open 
channels, it is proposed to use digital 
steganography and / or unprofitable cryptography 
methods. Interception in each channel of 
individual components will not allow the enemy 
to get the original text. The final recipient (an 
element of the OCI infrastructure), on the basis of 
majority choice from all channels in all parts of 
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the message, receives a command / control signal. 
This approach allows, in the context of the 
economic crisis, to ensure the fulfillment of the 
assigned tasks on time, 

3. The mathematical component of assessing 
the reliability and probability of delivering the 
corresponding commands / signals allows 
modeling the proposed model taking into account 
various interventions into the special-purpose 
system of critical infrastructure objects, both 
external and internal. A promising area of further 
research is the formation of mechanisms for 
breaking into parts and concealment during 
transmission over open channels. 
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Abstract  
The rapid expansion of computer networks makes security issues among computer systems one 
of the most important. Intrusion detection systems are using artificial intelligence more and 
more. This article discusses intrusion detection. Multi-layer perceptron (MLP) is used to detect 
offline intrusion attacks. The work uses the issues of determining the type of attack. Various 
neural network structures are considered to detect the optimal neural network by the number of 
input neurons and the number of hidden layers. It has also been investigated that activation 
functions and their influence on increasing the ability to generalize a neural network. The results 
show that the neural network is a 15x31x1 way to classify records with an accuracy of about 
99% for known types of attacks, with an accuracy of 97% for normal vectors and 34% for 
unknown types of attacks.  
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1. Introduction 

Currently, information technology has 
penetrated practically all spheres of life of modern 
society. And an integral part of information 
technology is the Internet. The reason for such an 
intensive development of information technology 
is the growing need for quick and high-quality 
processing of information, the instantaneous 
transmission of information to various parts of the 
world. In this regard, one of the main tasks is to 
ensure the security of information that is 
transmitted or processed on the network, 
protection against network attacks. 

At the moment, complex information security 
systems are becoming increasingly important. As 
components of such system act as antivirus 
protection systems, integrity monitoring systems, 
firewalls, vulnerability analysis, detection and 
prevention systems, etc. Intrusion Detection and 
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Intrusion Detection Systems, or, as they are 
called, the means of detecting attacks, is precisely 
this mechanism of protection of the network, 
which is assigned the functions of protection 
against network attacks. 

There is a large number of methods for 
detecting network attacks, but as attacks 
constantly change special databases with rules or 
signatures to detect attacks requiring continuous 
administration, there is a need to add new rules. 
One of the ways to eliminate this problem is to use 
the neural network as a mechanism for detecting 
network attacks. Unlike the signature approach, 
the neural network performs an analysis of 
information and provides information about the 
attacks that it is trained to recognize. In addition, 
neural networks have the advantage - they are able 
to adapt to previously unknown attacks and detect 
them [1-3]. 
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2. Analysis of existing methods for 
intrusions detecting 

Detecting network attacks is a process of 
recognizing and responding to suspicious activity 
directed to the network or computing resources of 
an organization [3]. From what information 
analysis methods are used for analysis, the 
effectiveness of the technology of detecting 
network attacks strongly depends on. Currently, 
there are many methods for detecting attacks, let's 
consider some of them. 

Behavioral methods are called methods based 
on the use of information about the normal 
behavior of the system and its comparison with 
the parameters of observable behavior [1]. The 
presented group of methods is oriented on the 
construction of a standard, or normal, system or 
user system. In the course of their work, systems 
that use this approach compare current activity 
figures with a profile of normal activity, and the 
case of significant deviations can be considered as 
evidence of an attack. These methods are 
characterized by the presence of false positives, 
which are explained primarily by the complexity 
of the exact and complete description of the 
plurality of legitimate user actions. In addition, for 
most such systems, it is necessary and necessary 
to carry out the stage of the previous setting, 
during which the system "gaining experience" to 
create a model of normal behavior. The length of 
this interval for data collection may take several 
weeks, and sometimes a few months. These 
disadvantages are often the main reasons for the 
refusal to use systems based on behavioral 
methods in favor of systems that use accurate 
representation of network security breaches. One 
of the behavioral methods is statistical analysis. 

Statistical analysis is the core of methods for 
detecting anomalies in the network. At the very 
beginning of this method, profiles are defined for 
each subject of the analyzed system. Any 
deviation of the profile used from the reference is 
considered to be unauthorized activity. [2] 

 It should be noted that in the statistical 
systems an important role is played by the correct 
choice of controlled parameters that characterize 
the differences in normal and abnormal traffic. It 
may turn out that due to the wrong choice of the 
number of observed parameters, the model 
describing the behavior of entities in the system 
will be incomplete or excessive. This results in the 
passage of attacks or false alarms in the system. 

The advantages of statistical systems are their 
adaptation to change the behavior of the user, as 
well as the ability to detect the modifications of 
the attack. Among the shortcomings 

it is possible to note the high probability of 
occurrence of false reports of attacks, as well as 
their pass. 

Knowledge-based methods include such 
methods, which in the context of the given facts, 
rules of output and comparison, reflect the signs 
of given attacks, produce actions to detect attacks 
based on the found mechanism of search [4]. As a 
search procedure, a pattern matching, a regular 
expression machine, a logical sequential 
conclusion, a state transition, etc. can be used. 
Their name implies that systems based on their 
application work with a knowledge base, 
including information about already known 
attacks. Here the knowledge base is represented 
by a repository containing expert records 
supporting the logic of their processing and 
interpretation (that is, it is characterized by the 
presence of a subsystem of logical output). If there 
is no precise knowledge about the modification of 
the harmful activity, then these methods can not 
cope with the detection of various variations of 
this harmful activity. The group of data methods 
includes signature methods. 

In signature methods, system events are 
presented in the form of strings of characters from 
a certain alphabet. The essence of these methods 
is to set the set of attack signatures in the form of 
regular expressions or patterns based on model 
matching and verify the match of the observed 
events with these expressions. Signature is a set of 
attributes that can distinguish network attacks 
from other types of network traffic. In the input 
package, the byte is viewed by byte and compared 
to the signature (signature) - a characteristic line 
of the program, indicating the characteristics of 
malicious traffic. Such a signature may contain a 
key phrase or a command that is associated with 
an attack. If a match is found, an alarm is 
announced [4]. 

The main advantage of the signature method is 
that the detection of known samples of abnormal 
events is carried out as effectively as possible. But 
at the same time, the use of a signature database 
of a large volume negatively affects the 
performance of the detection system. The 
disadvantage of this method is the impossibility of 
detecting attacks whose signature has not yet been 
determined. 

Methods of computing intelligence. This 
category includes neural networks. The neural 
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network is a set of processing elements - neurons, 
interconnected by synapses, which convert the set 
of input values into a set of desired output values 
[5-6]. Neural networks are used in a wide range of 
applications: pattern recognition, control theory, 
cryptography, data compression. Neural networks 
have the ability to learn from the sample and 
generalize with noisy and incomplete data. In the 
learning process, adjustment of the coefficients 
associated with synaptic weights is performed. 

There are several methods for training neural 
networks. One of the most well-known and most 
widely used learning algorithms for multilayer 
neural networks is the direct dissemination of the 
method of reverse error propagation [7-8]. This 
algorithm uses a gradient descent with 
minimization of the mean square error for each 
iteration of its execution. 

One of the important advantages of neural 
networks is their ability to take into account the 
characteristics of attacks, identifying elements 
that are not similar to those studied [9-10]. 

3. Method 

Neural networks are one of the areas of 
research in the field of artificial intelligence, 
based on attempts to recreate the human nervous 
system, namely the ability of the nervous system 
to learn and correct mistakes that should enable 
the work of the human brain to be simulated, 
albeit roughly, [11].  The neural network consists 
of neurons. The block diagram of the neuron is 
shown in Figure 1. 

 
Figure 1: Structural scheme of the neuron 
 

The structure of the neuron from the following 
blocks represented: 

1. Input signals. 
2. Weighting factors. 
3. Composer and its output NET. 
4. The activation function of the neuron F(x). 
5. Output signal. 

There are many properties in the neural 
network, but the most important is its ability to 
learn. The process of training the network reduced 
to the change in weight coefficients. 

 

𝑁𝐸𝑇 =∑𝑥𝑛𝑤𝑛
𝑛

 (1) 

The multilayer neural network includes input, 
output and hidden layers (Figure 2). 

 
Figure 2: Multilayer Neural Network 
 

Input layer - serves to distribute data over the 
network and does not do any calculations. Outputs 
of this layer transmit signals to the inputs of the 
next layer (hidden or output). 

Hidden layers are layers of normal neurons 
that process data obtained from the previous layer 
and transmit signals from the input to the output. 
Their input is the output of the previous layer, and 
the output is the input of the next layer. 

Output layer - usually contains one neuron 
(maybe more), which gives the result of 
calculations of the entire neural network. [11]. 

To conduct research, it was decided to use the 
NSL-KDD attack database. This database is based 
on the basis of the KDD-99 on the initiative of the 
American Association for Advanced Defense 
Research DARPA. [12] 

It covers a wide range of different intrusions. 
Data is a text file. This file contained both normal 
vectors and an abnormal activity vector. 
Abnormal activity is marked by an attack type. All 
attacks in NSL-KDD are divided into four groups: 
DoS (Denial of Service Attack), U2R (Users to 
Root Attack), R2L (Remote to Local Attack) and 
Probe (Probing Attack). Table 1 lists the types of 
attacks, their number and the class to which the 
attack belongs. 

 
Table 1 
Information about attacks 

Type Number  Class 

back  956  DOS  
land  18  DOS  

neptune  41214  DOS  
pod  201  DOS  

smurf  2646  DOS  
teardrop  892  DOS  
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Type Number  Class 
buffer_overflow  130  U2R  

loadmodule  72  U2R  
perl  34  U2R  

rootkit  30  U2R  
ftp_write  43  R2L  

imap  126  R2L  
guess_passwd  1231 R2L  

multihop  254  R2L  
phf  7  R2L  
spy  3  R2L  

warezclient  890  R2L  
warezmaster  205  R2L  

ipsweet  3599  Probe  
nmap  1493  Probe  

portsweep  2931  Probe  
satan  3633  Probe  

normal  67343  -  

 
Each record has 42 attributes describing 

different attributes (table 2). 
 

Table 2 
List of attributes for each entry 

№ Attribute name 

1 duration 
2 protocol_type 
3 service 
4 flag 
5 src_bytes 
6 dst_bytes 
7 land 
8 wrong_fragment 
9 urgent 

10 hot 
11 num_failed_logins 
12 logged_in 
13 num_compromised 
14 root_shell 
15 su_attempted 
16 num_root 
17 num_file_creations 
18 num_shells 
19 num_access_files 
20 num_outbound_cmds 
21 is_host_login 
22 is_guest_login 
23 count 
24 srv_count 
25 serror_rate 
26 srv_serror_rate 

№ Attribute name 
27 rerror_rate 
28 srv_rerror_rate 
29 same_srv_rate 
30 diff_srv_rate 
31 srv_diff_host_rate 
32 dst_host_count 
33 dst_host_srv_count 
34 dst_host_same_srv_rate 
35 dst_host_diff_srv_rate 
36 dst_host_same_src_port_rate 
37 dst_host_srv_diff_host_rate 
38 dst_host_serror_rate 
39 dst_host_srv_serror_rate 
40 dst_host_rerror_rate 
41 dst_host_srv_rerror_rate 
42 attack_type 

 
The Deductor Academic 5.3 software to 

construct and test the neural network was used. 
Deductor is a platform for creating complete 
analytical solutions. The platform employs 
advanced methods for extracting, rendering data 
and analyzing data. Deductor Academic - The free 
version for educational purposes only intended.  

In this paper, the study for attacks like DoS 
conducted. Therefore, a parser written to extract 
the necessary vectors. There were 4 files for 
training and testing of the neural network: 
KDDTrainDos + .txt, KDDTestDefinedDos + 
.txt, KDDTestNormalDos + .txt, 
KDDTestUndefinedDos + .txt. The files contain a 
set of training data, a set of known attacks and 
normal vectors that listed in the training set, as 
well as a set of unknown attacks. 

The file for training the neural network 
contains 7,000 records, the contents of the file 
given in Table 3. 
 
Table 3 
Contents of the training file 

Attack name Number of attacks 

back 556 
neptune 4000 

smurf 1446 
teardrop 492 
normal 506 

 
 

A test file with known attack types contains 
5000 entries. The table of contents given in 
Table 4. 
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Table 4 
The contents of the file for testing with known 
types of attacks 

Attack name Number of attacks 

back 400 
neptune 3000 

smurf 1200 
teardrop 400 

 
A normal testing file contains 781 entries. The 

file with unknown types of attacks are attacks 
such land and pod, the number of entries is 219. 
Research of intrusion detection was performed 
using multilayer perceptron. 

4. Experimental results 

Before the construction of the neural network 
training data set excluded parameters have the 
same meaning throughout the sample. This was 
done to accelerate results. 

The first neural network was built on 28 
parameters. It consisted of an input, one hidden 
and output layers. The input and hidden layer 
neurons had 28 each, consisting of one output 
neuron containing conclude attack (1 - attack, 0 - 
normal traffic). This neural network is presented 
in Figure 3. 

 

 
Figure 3: Neural network 28x28x1 
 

After building a neural network was conducted 
three tests to assess the quality of its work in 
detecting attacks. The first test was carried out for 
attacks from known types for neural network 
(back, neptune, smurf, teardrop). Neural network 
with almost 100% (99.78%) accurately 
recognizes known types of attacks. Further testing 
was conducted for normal traffic. In this case, the 
results were similar to results for known types of 
attacks (98.98%). And the last test was performed 
with unknown types of attacks for the neural 
network, namely attacks like land and pod. 

Unlike previous tests, the result is very 
different. That is, in this case, we can say that only 
every 4th attack will be detected. But it should be 

noted that since these types of attacks were not 
present in the training set, we can say that this is a 
good result. And also the knowledge that such 
methods as statistical analysis and the method of 
signature analysis, in the absence of information 
about the attack data in general, would mark them 
as normal traffic suggests that the use of neural 
networks to detect intrusions is justified, since 
they have the ability to adapt to unknown attacks. 

Since satisfactory results were obtained, a 
decision was made to construct neural networks 
with different parameters to determine the optimal 
configuration for detecting the maximum number 
of attacks. Changes were made in the number of 
input parameters, in the change of activation 

121



function and its steepness, and in the number of 
hidden layers. 

The following neural networks have a 
common configuration: 15 input neurons, 16 
neurons in the hidden layer and 1 output neuron 
(Figure 4). 

All neural networks 15x16x1 have the same 
look, the difference between them is only in 
different activation functions and the value of the 
slope parameter (Table 5). 

 

Table 5 
Test Neural Networks 

№ Size 
Activation 
function 

Slope 
function 

1 15х16х1 Sigmoid 1 
2 15х16х1 Sigmoid 1,5 
3 15х16х1 Hypertangens 1 
4 15х16х1 Arctangens 1 

 

 
Figure 4: Neural network 15х16х1 
 

For each of the networks built previously 
described tests were conducted, such as intrusion 
detection with known types, normal traffic and 
attacks with unknown types. The results obtained 
with the use of these neural networks are 
presented in Table 6. 

 
Table 6 
Results of neural network 15x16x1 

№ Detection 
of known 
attacks,% 

Detection 
of normal 
vectors,% 

Detecting 
Unknown 
Attacks,% 

1 99,76 97,18 34,25 
2 99,88 95,13 33,79 
3 100 0 100 
4 99,18 60,69 57,08 

 
Based on the results, we can say that the best 

of all has shown itself the function of activation of 
the sigmoid. The artagens and the hypertension, 
however, did not give satisfactory results, 

although the recognition of attacks with an 
unknown type has increased significantly, the 
quality of the definition of normal traffic has 
suffered greatly. Therefore, in this case, we can 
conclude that for this task, the function of 
activating the sigmoid is better suited. Regarding 
the slope coefficient, we can say that the 
coefficient 1.5 did not improve the results. 
Therefore, the following studies were conducted 
with sigmoid and factor 1, since the best results 
were obtained for this configuration. Further 
changes relate only to the number of neurons and 
the number of hidden layers. 

Next, neuronal networks with 21, 26 and 31 
neurons were constructed on a hidden layer. 

Further tests were carried out. The results are 
presented in Table 7. 
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Table 7 
Results of neural networks 

Size Detection 
of known 
attacks,% 

Detection 
of normal 
vectors,% 

Detecting 
Unknown 
Attacks,% 

15х21х1 99,68 95,77 33,79 
15х26х1 99,78 96,03 33,79 
15х31х1 99,7 96,8 34,7 

 
The last two experiments were conducted with 

a neural network with two hidden layers (Figure 
5) and a neural network with a smaller number of 
input neurons - 10 (Figure 6). 
 
 

 
Figure 5: Neural network with two hidden layers 

  
Figure 6: Neural network with 10 input neurons 
 

The results represented in Table 8.  
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Table 8 
Results of neural networks 15x15x15x1 and 
10x22x1 

Size Detection 
of known 
attacks,% 

Detection 
of normal 
vectors,% 

Detecting 
Unknown 
Attacks,% 

15х15х15х1 99,8 95,01 34,25 
10х22х1 99,96 93,34 31,51 

 
From the results it can be seen that the neural 

network with 10 input neurons has worse results 
than neural networks with more input parameters. 
Thus, a strong reduction in the number of input 
parameters has a negative effect on the result. As 
for a neural network with two hidden layers, it has 
approximately the same results as the neural 
networks 15x16x1 and 15x31x1. If you 
summarize the value (to sum up the percentage 
and find it divided by the number of 
experimentation findings) for networks with 
better results, namely for 15x16x1, 15x31x1 and 
15x15x15x1, then you can see which neural 
network has better coped with the task (table 9). 
 
Table 9 
Neural network results with the best results 

Size Detection 
of known 
attacks,% 

Detection 
of normal 
vectors,% 

Detecting 
Unknown 
Attacks,% 

Genera
lized 

value,
% 

15х15х
15х1 

99,8 95,01 34,25 76,35 

15х31х
1 

99,7 96,8 34,7 77,07 

15х16х
1 

99,76 97,18 34,25 77,06 

5. Conclusions 

Among the considered neural networks, the 
best with the task of detecting attacks was copied 
neural network with 31 neurons in the hidden 
layer. 

So, as can be seen in comparison with the first 
experiment, where the percentage of unknown 
attacks was 27.4% managed to get an increase to 
34%, that is, every third unknown attack would be 
detected. 

Thus, we can conclude that although the 
percentage is not very large, it is satisfactory, as it 
is much better than skipping attacks as normal 
traffic. It can be said that the use of multilayer 
perceptron for this task is justified. 
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Abstract. The use of public Internet channels for managing objects in the IoT system can lead 
to the emergence of security threats not only for this IoT system, but also it can provide 
cybercriminals with resources to carry out attacks on any other objects of the global network. 
Therefore, you should use secure data exchange technologies that prevent unauthorized entry 
into the system when building IoT systems. This technology is discussed in detail in this article. 
The purpose of this work is to improve safety of IoT systems through the use of a perfectly 
secure data exchange channel. 
 
Keywords 1:  
IoT system, safety of IoT systems, secure data exchange technologies, secure data exchange 
channel. 
 

1. IoT security challenges 

 In 2020 the number of connected devices to the 
IoT exceeded 30 billion, and their annual growth 
increased from 3 billion in 2017 to 5 billion in 
2020 as shown by the published data of 
researchers [1].  

Forecasts up to 2025 assume that this growth 
will not decrease, but tends to increase. This 
testifies to the rapidly growing need for managing 
remote sites and ample opportunities for their 
implementation using existing tools and 
technologies. However, the rapid growth of needs 
and the broad possibilities of implementing IoT in 
a short time often leads to insufficiently thought 
out solutions from the point of view of security, 
which is described in [2-4], where security at the 
network level is attributed to the most vulnerable 
area. Attackers are given the opportunity to use 
them to implement DDoS attacks due to 
insufficient protection of IoT devices, the number 
and power of which increases with the number of 
IoT users. The overwhelming majority of users 
believe that general security rules for the IoT 
should be developed at the state or interstate level.  
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However, it is difficult to develop uniform 
recommendations or standards due to the 
difference in security requirements depending on 
the area of use of the IoT. The variety of areas of 
use is shown in Table 1. 
 
Table 1.  
Gartner's analysis of the number of IoT devices in 
use globally, billion 

Application area 2018 2019 2020 
Housing 0.98 1.17 1.37 

Building automation 0.23 0.31 0.44 
Security systems 0.83 0.95 1.09 

Extraction of 
minerals 

0.33 0.4 0.49 

Automotive 0.27 0.36 0.47 
Medicine 0.21 0.28 0.36 

Trade 0.29 0.36 0.44 
Transport 0.06 0.07 0.08 

Government sector 0.4 0.53 0.7 
 

Gemalto's survey of IoT users found that 90% 
were unsure about security. Thus, it seems to be 
relevant the analysis of IoT systems from the point 
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of view of ensuring the secure exchange of data 
over the Internet channels, as well as the technical 
solutions in this area, given in the work. 

2. Analysis of data exchange options 
in IoT systems 

To connect IoT devices to the Internet, one of 
two schemes can be used, shown in Fig. 1 and Fig. 
2 respectively. 

 
Figure 1: Direct management of objects through 
the public network 

 
The scheme shown in Fig. 1 is the simplest one 

and can be successfully used in internal computer 
networks. But such solution has a number of 
disadvantages in the conditions of the public 
Internet: 

- Connecting the server directly to the Internet 
facilitates the intervention of unpredictable 
external threats into management processes. 

 
Figure 2: Object management using a mediation 
server 

 
- Cybercriminals are more likely to install their 

botnets (malware) on your server to implement 
DoS and DDoS attacks. 

- This server requires a dedicated IP address on 
the Internet, which is associated with additional 
material costs. 

- To ensure the information security of the 
server, qualified service is required. 

Disadvantages listed above are absent in the 
circuit shown in Fig. 2, where data flows between 
the terminal and management objects are filtered 
by the proxy server. This server can 
simultaneously serve many users, protecting their 
data streams from malicious attacks. Internet 

service providers (ISPs) can install such servers, 
providing customers with cloud-based access to 
resources. However, the user can install own 
separate or corporate broker server in case of high 
security requirements for information about 
objects managed. In cases when the broker's 
server is hit by a threat, the information about the 
managed objects will be kept intact. An increase 
in signal latency should be noted as a 
disadvantage of control through an intermediary 
server in comparison with the first scheme. But 
this disadvantage can be considered insignificant, 
since the performance in control systems cannot 
be high due to the presence of unpredictable 
network access latency using Internet channels. 

3.  Technical solutions to secure the 
IoT 

Object management via the Internet does not 
require the transfer of large amounts of data and 
high-speed messaging. This allows you to use the 
most advanced methods of protecting data from 
threats of disclosure or spoofing during 
transmission over channels. The use of such 
methods makes it possible to exclude the 
possibility of these threats being realized, which 
is mathematically provable. It should be noted that 
no expensive technical solutions are needed for 
absolute protection. This protection is 
implemented using simple software methods. It is 
mathematically proven that the absolute 
protection of information is provided by the 
Vernam cipher, which is called one-time pad [5]. 
The use of this cipher requires the fulfillment of 
the conditions, the list of which is presented in 
Table 2. 

 
 
 

Table 2. 
Conditions for ensuring absolute data protection 
during transmission 

Condition Condition fulfillment 
Generation of random 

bit sequences (not 
pseudo-random) 

A method for random bits 
generating is implemented, 

which allows you to generate 
random sequences on any 

computer, as described in [3] 
Each random bit 

sequence can be used 
for encryption only 

once 

For each communication 
session, random bit 

sequences are generated 
independently of each other 

For the exchange of 
random bit sequences, 

The exchange of random bit 
sequences occurs according to 

Managed objects 
 

Terminal 
for control 

 

Internet 
 

Mini-computer 
for object 

management 
 

Router 
 

Mediator 
server 
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an absolutely secure 
communication 

channel should be 
used 

the Diffie-Hellman algorithm 
with such parameters for 

which there is no possibility of 
data disclosure in modern 

conditions 
 

The work [7] substantiates the choice of the 
Diffie-Hellman algorithm parameters. The 
parameters of the algebraic group for the 
implementation of the algorithm are selected 
based on two conditions. In first, it is needed to 
ensure the impossibility of disclosing data. From 
the other hand, it is needed that the time of 
cryptographic transformations does not exceed 
the allowable value. In order to prevent data 
disclosure, an algebraic group in the form of a 
Galois field with characteristic 2 was chosen and 
a degree, which is a safe prime number from the 
series 503, 563, 587, 719, was chosen too. Since 
the solution to the discrete logarithm problem for 
such fields is unknown today, this protection 
cannot be hacked in modern conditions. All 
cryptographic transformations are implemented in 
the form of several dozen lines in JavaScript and 
can be copied and placed both in the client and 
server parts of the software of IoT systems. If the 
Node.js platform is used to write the server side, 
then the cryptographic transformations in the 
server and client sides will be identical. All 
fragments of the data protection program for a 
field of (2^503) elements are presented below. 

The beginning of filling the array with N 
random bits looks like this: 
var N = [504]; // Array of 503 

random bits (N [0] is not used) 

var T1 = new Date (); // Take the 

timestamp for transformations 

var TN = T1.getTime (); // TN - 

the number of milliseconds from 

01/01/1970 

N [1] = TN% 2; // Fill the first 

bit depending on the parity of TN 

The rest of the random bits will be formed in 
the cycle of filling the array MA with powers of 
the primitive root of the Galois field. 

The block for filling an array MA with powers 
of A looks like this: 
// Elements of arrays with index 0 

are not used 

var A = [504]; // Sequence of 503 

bits for exponentiation 

var B = [504]; // A sequence of 

503 bits of the exponent  

// Arrays for multiplying the 

elements of the Galois field GF (2 

^ 503) 

var M1 = [504], M2 = [504], R = 

[504]; 

// M1 [], M2 [] - factors R [] - 

the result of multiplication 

var MA = new Array (504); // Array 

MA [] [] of degrees A [] 

for (var i = 0; i<504; i ++) MA 

[i] = new Array (504); 

for (var i = 1; i<= 503; i ++) MA 

[1] [i] = A [i]; 

// The first line of the array was 

filled with the value A [] 

for (var I = 2; I <= 503; I ++) 

{// Loop filling the array MA [] 

[] with powers of A [] 

// In the next 3 lines, we 

continue filling the array N [] 

T1 = new Date (); // Take the 

timestamp for transformations 

TN = T1.getTime (); // TN - the 

number of milliseconds from 

01/01/1970 

N [I] = TN% 2; // Fill in the next 

bit depending on the parity of TN 

for (var J = 1; J <= 503; J ++) M1 

[J] = M2 [J] = MA [I-1] [J]; 

MULT (); // Function for 

multiplying the elements of the 

Galois field GF (2 ^ 503) 

for (var j = 1; j <= 503; j ++) MA 

[I] [j] = R [j]; 

} // Put degree 2 in MA [2] , put 

degree 4 in MA [3], 

// put degree 8 in MA [4], put 

degree 16 in MA [5], etc. 

Our task is to get the same random bit 
sequences C[] on both sides of the data exchange. 
This allows to add modulo 2 (XOR operation) bits 
of the C[] sequence to each bit of data being sent 
on the transmitting side. With such information 
coding, absolute protection against disclosure 
threats in the communication channel is provided. 
The recipient of the information must add modulo 
2 bits of the C[] sequence to the received bits for 
decryption, which is exactly the same procedure 
as on the transmitting side. 

127



The transformation process begins by 
generating a sequence of 503 random bits on each 
side. This is done simultaneously with filling the 
array MA[][] with powers of the primitive root of 
the Galois field. The number 2 is one of primitive 
roots, which should be entered into the array A[]. 
In our example, the least significant bits 
correspond to the lower array indices. Therefore, 
we get a primitive root like this: 
for (var i = 1; i<= 503; i ++) A 

[i] = 0; A [2] = 1; // Put the 

number 2 in A []  

For raising to a power, a well-known method 
of simplifying calculations was used, which 
consists in replacing the operation of raising to a 
power by a product of powers according to the 
next expression: 

 

 
where 

 
 

(1) 

Since any exponent B can be represented as a 
sum of values selected from a range of weights 
20, 21, 22, 23,…, 2502, to calculate AB it is 
enough to multiply no more than 503 elements 
from the array MA. 

The block for raising A to power B looks like 
this: 
for (var i=1; i<=503; i++) A[i]=0; 

A[1]=1; // Put a unit in A[] 

for (var J=1; J<=503; J++) 

if (B[J]==1) // Select the bits 

equal to 1 from the binary form of 

exponent 

{ 

for (var I=1; I<= 503; 

I++){M1[I]=MA[J][I]; M2[I]=A[I];} 

MULT(); // Function for 

multiplying the elements of the 

Galois field GF(2^503) 

for (var I=1; I<= 503; I++) 

A[I]=R[I]; 

} // The elements MA[][] was 

Multiplied, where B[J]=1. 

The function of multiplying the elements of the 
Galois field according to the rule of polynomials 
looks like this: 

function MULT() 

{ // Multiplication using the 

polynomial X^503=X^3+1 

var i, j, r, r1, r2, r3; 

for (i = 1; i<= 503; i ++) R[i] = 

0; 

for (i = 1; i<= 503; i ++) 

if (M1[i] == 1) // Select units, 

because multiplication by 0 gives 

0 

{ 

for (j = 1; j <= 503; j ++) 

if (M2[j] == 1) 

{ 

r = i + j-1; 

if (r> 503) 

{ 

r = r-503; 

if (r> = 501) 

{ 

r = r-501; 

r1 = 1 + r; r2 = 4 + r; r3 = 501 + 

r; 

if (R[r3] == 0) R[r3] = 1; else 

R[r3] = 0; 

} 

else {r1 = r; r2 = r + 3;} 

if (R[r1] == 0) R[r1] = 1; else 

R[r1] = 0; 

if (R[r2] == 0) R[r2] = 1; else 

R[r2] = 0; 

} 

else {if (R[r] == 0) R[r] = 1; 

else R[r] = 0;} 

} 

} 

} // End of function MULT () 

Let's imagine an algorithm for obtaining bit 
sequences that will be the same on both sides of 
the data exchange. 

Step 1. The client enters a random bit into the 
first element of the array N, and enters the value 
of the primitive root of the Galois field into array 
A. 

128



Step 2. The client executes the block of filling 
the array MA with powers of A with the 
simultaneous completion of filling the array with 
N random bits. 

Step 3. The client copies array N to array B and 
executes the exponentiation block of A. 

Step 4. The client sends to the server the result 
of raising A to the power of B as a sequence of 
503 bits 

Step 5. The server stores the sequence of bits 
received from the client in array C and performs 
actions similar to steps 1-3 of the client. 

Step 6. The server sends to the client its result 
of raising A to power B. 

Step 7. The client stores the sequence of 503 
bits received from the server in array A. 

Step 8. The client executes the block of filling 
the array MA with powers of A without filling the 
array with N random bits. 

Step 9. The client executes the block for 
raising A to the power B and enters the result into 
array C. 

Step 10. The server copies array C to array A 
and performs the steps similar to steps 8 and 9 of 
the client. 

The result of performing the above actions is 
to obtain the same random sequences of bits in the 
arrays C of the same name on the client and server 
sides, which was required for encryption using the 
one-time pad method. 

4. Full-scale model of a secure IoT 
system 

The main element of the IoT system that needs 
to be protected from false control commands and 
from intrusion by attackers who can create threats 
such as DDoS attacks is computer for object 
management (see Fig. 2). Connecting this 
computer through the Router without providing a 
real IP address does not provide the ability to 
control this computer other than through the 
console used to install the software or an 
application program that provides the protection 
described in the previous section. A well-known 
minicomputer of the Raspberry Pi 3 type, which 
has a 40-pin GPIO interface with wide 
possibilities for connecting objects for monitoring 
and control, was chosen as hardware. Linux 
version Ubuntu 20.10 was selected as the 
operating system, and the Node.js platform 
version v12.18.2 with the onoff package was used 
as a programming tool, which allows objects to be 
controlled via the GPIO interface. 

The initial snippet of the CONPIN.js program 
installed on this computer in the / home / ubuntu / 
directory looks like this: 
const HOST = '91 .198.50.144 '; 

const PORT = 3000; 

const Gpio = require ('onoff'). 

Gpio; 

const fs = require ('fs'); 

const net = require ('net'); 

let SYM; // String.fromCharCode 

let STREB = '////////'; 

let i = 0; 

let TR = ''; 

const Gp4 = new Gpio (4, 'out'); 

// Pin 7 Gpio_4 # 0 

const Gp17 = new Gpio (17, 'out'); 

// Pin 11 Gpio_17 # 1 

This client program regularly contacts the 
server (Mediator server) (see Fig. 2) with a period 
of 20 seconds to transmit information about the 
state of objects and receive control signals. The 
duration of the period of 20 seconds is chosen 
from the condition of proportionality with the 
time of entering the Internet. The operation of this 
program must be protected against possible power 
outages. To automatically start the program after 
power-up, add the following three lines to the 
/etc/rc.local file: 
#! / bin / sh 

echo "#################### CONPIN 

######################" 

/ usr / bin / node / home / ubuntu 

/ CONPIN & 

The SOCKET.js program must be running on 
the Mediator server (see Fig. 2) located at the ISP 
(Internet Service Provider) site that provides 
services in SaaS (Software as a Service) mode. 
The initial snippet of this program looks like this: 
// server / SOCKET.js // 

const HOST = '91 .198.50.144 '; 

const PORT = 3000; 

const net = require ('net'); 

const fs = require ('fs'); 

net.createServer (function (sock) 

{ 
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With a single intermediary computer with a 
single real IP address, the provider can serve 
multiple IoT client systems. The number of 
supported systems depends only on the technical 
data of the computer. The operation of the 
SOCKET.js program must be protected from 
failures that can lead to an emergency shutdown. 
To do this, use the process manager pm2 
automatic program restart tool, which must be 
downloaded using the npm install pm2 –g 
command. After that, the SOCKET.js program 
should be launched with the pm2 start 
SOCKET.js command. In this case, in case of any 
failures, the program will automatically restart 
[8].  

The main task of the Mediator server is to 
protect the resources of IoT systems from the 
penetration of intruders who have as their goal the 
implementation of DoS and DDoS attacks. This 
requires unauthorized entry into the Mediator 
server, which is unlikely, provided the provider 
follows standard instructions. Usually this 
situation arises due to the fault of the provider's 
staff. In any case of failures on this server, the 
provider always has the ability to switch to a 
backup server or restore the operation of the same 
server using copies, which is the norm in the work 
of providers [9]. 

The exchange of data between users of the IoT 
system and their objects is carried out via a web 
interface through intermediate data files. These 
files are created anew at each data exchange 
session. Each individual user on the Mediator 
server is allocated his own directory, where, in 
addition to the SOCKET.js program with a unique 
value for the PORT parameter, the vybir.js 
program is located, the initial fragment of which 
looks like this: 
// vybir.js - HTTP Server Ver. 18 

February 2021  

var http = require ('http'); 

var url = require ('url'); 

var fs = require ('fs'); 

var static = require ('node-

static'); 

var querystring = require 

('querystring'); 

var file = new static.Server 

('.'); 

http.createServer (function (req, 

res) 

{ 

In the vybir.js program, a separate TCP port 
number is allocated for each user. The 
CONPIN.html file with images of object state 
indicators and control buttons is also located in the 
user directory. The user can download this file 
through the link given to him like 
http://91.198.50.144:8000/CONPIN.html. All 
communication processes, including the 
authorization procedure, are protected using the 
means described in the previous section. The 
above link is unprotected as it is only intended to 
demonstrate the control process using eight binary 
objects as an example. Authorization data is 
stored in the same directory in an encrypted file. 

5. Conclusions 

The reasons for the emergence of security 
problems in IoT systems are described. Potential 
security threats have been identified, both for the 
IoT itself and for the use of its resources by 
intruders in the implementation of attacks on other 
objects of the Internet. 

Variants of data exchange schemes in IoT 
systems have been analyzed and the choice of the 
most secure scheme has been substantiated.  

The technical solutions that make it possible to 
secure data exchange in IoT systems by building 
an ideally secure data exchange channel are 
considered in detail. These solutions are presented 
in the form of text programs in the JavaScript 
language and can be embedded in any user 
software. 

Using the example of the current model of the 
IoT system, it is shown that it is possible to 
eliminate problems with emergencies in IoT 
systems that arise for various reasons, including 
malfunctions of programs, temporary power 
outages or attempts to unauthorized entry into the 
system. A link to a resource on the Internet is 
provided to demonstrate the process of managing 
objects. 

The technical solutions proposed in this work 
make it possible to fully secure IoT systems from 
information threats. 
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Abstract  
Social networks are considered from the point of view of informational influences on network 
participants (agents). The dynamic processes of forming opinions and the dynamics of 
information influence on network agents are considered. Models and algorithms for identifying 
critical points of a social network (influencing agents) are presented, the impact on which 
allows manipulating the aggregate opinion of network participants that form a social network. 
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1. Introduction 

An instrument of active influence on the 
actions of network users and a means of forming 
and disseminating opinions is undoubtedly a new 
type of resource - online social networks. Their 
role has grown significantly with the advent of 
Web 2.0 [1]. The target segments for using this 
tool can vary significantly and range from the 
formation of consumer demand to the formation 
of public opinion during elections at various 
levels (from state to district or city). All this 
allows to talk about the transformation of social 
networks into a tool for strategic management of 
the population [2]. 

A social network can be represented as a 
graph, the vertices of which are individuals 
(agents), and the edges are the various 
relationships between them. It is known that the 
opinion of an individual in a social network is 
largely determined by the opinion of his 
influential neighbors [3, 4]. Knowing this, it is 
possible, both outside the network and inside it, in 
order to achieve our goals, to try to change the 
opinions of a small set of key users in popular 
online social networks (such as Facebook, 
Twitter, LinkedIn), through which opinions will 
spread throughout the network. 
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The decisions of most agents can be based on 
the decisions of other agents they observe. This is 
especially typical in conditions of a lack of 
information or the impossibility for various 
reasons to process it and draw appropriate 
conclusions. At the same time, the structure of the 
network, which determines who trusts whom, can 
contribute to the emergence of large information 
cascade changes even with insignificant changes 
in the decisions of an insignificant part of agents 
[5]. 

In this paper, the formation and dynamics of 
opinions in a social network is considered, and an 
attempt is made to highlight those critical points 
of the social network (influencing agents), the 
impact on which allows manipulating the 
aggregate opinion of the network participants 
forming the social network, as well as the 
resulting game-theoretic problems information 
confrontation. 

2. Social network as a medium of 
information impact 

A social network at a qualitative level is 
understood as a social structure consisting of a set 
of agents (subjects - individual or collective, for 
example, individuals, families, groups, 
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organizations) and a set of relations defined on it 
(a set of connections between agents, for example, 
acquaintance, friendship, cooperation, 
communication). Formally, a social network is a 
graph G(N, E), in which N = {1, 2, ..., n} is a set 
of vertices (agents) and E is a set of edges 
reflecting the interaction of agents. 

Social networks contribute, firstly, to the 
organization of social communications between 
people and, secondly, to the realization of their 
basic social needs. There are two intersecting 
interpretations of the social network - as a social 
structure and its specific Internet implementation. 

When modeling social networks, the mutual 
influence of their members (agents), the dynamics 
of their opinions, etc. there is a need to take into 
account the factors (effects) that take place in real 
social networks. In general, in real social 
networks, the following effects and properties 
can occur, due to both the characteristics and 
needs of agents (influencing and being 
influenced), the nature of their interaction, and the 
properties of the social network itself. Of the 
many effects and properties of the social network 
presented in [6], the following are of interest from 
the point of view of information impact: 

1. the presence of agents' own opinions; 
2. changing opinions under the influence of 

other members of the social network; 
3. the different significance of the opinions 

(influence, trust) of some agents for other agents; 
4. varying degrees of agents' susceptibility to 

influence (conformism, stability of opinions); 
5. the existence of an indirect influence in the 

chain of social contacts. Decrease in indirect 
influence with increasing "distance"; 

6. the existence of "opinion leaders" (agents 
with the maximum "influence"), formalization of 
influence indices; 

7. the impact of the structural properties of 
social networks on the dynamics of opinions; 

8. the activity (purposeful behavior) of agents; 
9. optimization of information impacts; 
10. information management in social 

networks. 
Should be noted the peculiarities of the impact 

of the structural properties of social networks on 
the opinions dynamics [7, 8]: 

• the more connections an agent has, the 
more opportunities he has through his 
environment to influence the entire 
network, on the one hand, and, on the other, 
more vulnerability to someone else's 
influence; 

• the effect of clustering (the higher the 

density of connections between active 
agents-neighbors, the greater the likelihood 
of activation of the agent associated with 
them; see below the related concept of 
“strong tie”); 

• local intermediateness (the greater the 
intermediate value of the agent, the, on the 
one hand, the greater its value in the 
dissemination of opinion / information 
from one part of the network to another (the 
role of an information broker), and, on the 
other hand, the less its influence on the 
neighbor agent - see the related concept of 
“weak tie” below); 

• the small diameter of the social network 
causes a short chain of dissemination of 
opinion in the network. 

Influence is the process and result of an 
individual (subject of influence) changing the 
behavior of another subject (individual or 
collective object of influence), his attitudes, 
intentions, ideas and assessments (as well as 
actions based on them) in the course of interaction 
with it. Influence - the ability to influence 
someone's ideas or actions. Distinguish between 
directed and undirected influence. Directed 
(purposeful) influence - influence that uses 
persuasion and suggestion as mechanisms of 
influence on another subject. In this case, the 
subject of influence sets itself the task of 
achieving certain results (for example, choosing 
certain actions) from the object of influence. Non-
directed (non-targeted) influence is an influence 
in which the individual does not set himself the 
task of achieving certain results from the object of 
influence. 

In a social network, agents often do not have 
sufficient information for making decisions or 
cannot independently process it, so their decisions 
can be based on the decisions they observe or the 
perceptions of other agents (social influence). 
Social influence is realized in two processes: 
communication (in the course of communication, 
exchange of experience and information, 
discussion of certain issues with authoritative 
neighbors for the agent, he comes to certain ideas, 
attitudes, opinions) and comparison (in search of 
social identity and social approval, the agent 
accepts representations and actions expected from 
him by other agents in a given situation; the agent 
asks the question “what would the other agent (the 
standard for comparison) do if he were in my 
situation?” and, comparing himself with him, 
determines his adequacy and plays the 
corresponding role; can be explained by 
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comparison and the search for strategic 
advantage: by comparing himself with other 
agents occupying the same positions in the social 
system, the agent can introduce or accept 
innovations that will make him more attractive as 
an object of relations). It should be noted that with 
a communicative approach to influence, agents 
may arrive at similar ideas, but not necessarily 
similar behavior. In comparison, the agent usually 
copies the behavior indirectly. Obviously, the 
behavior of an agent is determined not only by 
perceptions, but also by the constraints it faces. 
Therefore, agents with similar views can behave 
differently, and vice versa, agents with different 
views can behave in the same way. 

The social network plays a large role in the 
dissemination of information, ideas and influence 
among its members. Influence in the social media 
literature is closely related to the term diffusion of 
innovations.  

3. Identification of influential agents 
in the network 

A social network can be viewed as a set of 
agents - potential voters who “vote” for a 
particular product, service, or candidate from a 
particular political party in the elections. In this 
case, the value (utility) of an agent in a social 
network depends not only on himself (for 
example, directly by the expected choice), but 
also on his influence on other agents. In other 
words, the configuration and state of the network 
is important - the totality of the opinions of 
potential voters regarding their choice. Therefore, 
there is a need to identify a small number of agents 
(the problem of maximizing influence) that 
contribute to the formation of the required opinion 
throughout the network. 

The problem of determining the k most 
influential agents in a social network arose in the 
context of the so-called viral marketing [9]. To 
solve the problem, the market is modeled as a 
social network of agents (Markov network), the 
value of each of which is determined not only by 
the immediate expected profit from the sale 
(intrinsic value of customer), but also by the 
expected profit from sales to other agents that will 
be affected by this, from sales to agents which 
they can influence, etc. (network value of 
customer). 

To identify the most valuable (authoritative, 
influential) agents, the task can be formulated as 
follows. Let us define the optimal informational 

influences IA = {IA1, …, IAn} (IAi can be both a 
Boolean variable: 1 - the presence of 
informational influence, 0 - its absence for the i-
th agent; and continuous - the level of influence) 
for a set of n agents with a predicate Xi = 1 if agent 
i made the required choice and Xi = 0 otherwise. 
Suppose that the choice is described by the 
following set of attributes: Y = {Y1, …, Ym}. Each 
agent i has a set of neighbors Ni that directly affect 
Xi, thereby defining a network of agents. In turn, 
the i-th agent influences its neighbors. 

Let the cost c of the implementation of the 
information influence per one agent be given, the 
utility rv1 from the adoption of the required 
decision, if the corresponding information 
influence was exerted on it, and the utility rv0 
from the adoption of the required decision, if the 
information influence was not carried out. For 
simplicity, let IA be a Boolean vector. 

Let ( )1
if IA  will be the set-result of setting IAi 

to 1 (all other values are unchanged), similarly 
defined for ( )0

if IA . Then the expected increase in 
utility from the information impact for the agent 
without taking into account its impact on other 
agents, i.e., the expected utility from the 
successful implementation of the information 
impact (intrinsic value of customer) is determined 
by the formula 

( ) ( )( )

( )( )

1
1

0
0

, , 1| , ,

1| , ,

k k
i i i

k
i i

ELP X Y IA rv P X X Y f IA

rv P X X Y f IA c

= = −

− = −

, 

where Xk – the set of agents whose decisions 
are known (about whom it is known that they 
made the required decisions), ( )| , ,k

iP X X Y IA  – 

conditional probability of making the required 
decision by the i-th agent. 

Then the expected increase in utility from the 
information campaign for the selected agents will 
be 

( ) ( )

( )

1
1

0 0
1

, , 1| , ,

1| , ,

n
k k

i
i

n
k

i
i

ELP X Y IA rv P X X Y IA

rv P X X Y IA IA c

=

=

= = −

− = −





, 

where IA0 – zero vector; rvi = rv1, if IAi = 1 (else 
rvi = rv0); |IA| – number of selected agents. 

The overall value of an agent on the network 
(total value of customer = network value of 
customer + intrinsic value of customer) will be 

( )( ) ( )( )1 0, , , ,k k
i iELP X Y f IA ELP X Y f IA− , 

(i.e., the value of IA will change for other agents 
and may affect their probability of making a 
decision). Then the agent's network value 
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(network value of customer) is the difference 
between his general and personal value (network 
value of customer = total value of customer - - 
intrinsic value of customer). As can be seen, the 
value depends on whether the promotions were 
held for other agents and whether other agents 
made the required decision. 

Let's return to the problem of determining the 
k most influential nodes in a social network. 
Obviously, in order to find them in this case, you 
need to find an IA that maximizes ELP. In the 
general case, finding the optimal IA requires an 
enumeration of all its possible combinations. The 
following approximating procedures are possible, 
giving an approximate solution: 

1) A single bypass. For the i-th agent there 
is a special offer 

IAi = 1, if ( )( )1
0, , 0k

iELP X Y f IA  ; 

2) Greedy algorithm. Set IA = IA0. It is 
necessary to bypass IAi in the loop, setting the 
value to one, if 

( )( ) ( )1, , , ,k k
iELP X Y f IA ELP X Y IA ; 

Hill-climbing search. Set IA = IA0, IAi1 = 1, 
where ( )( )( )1

1 argmax , ,k
i ii ELP X Y f IA= . 

Repeat as long as the i-th agent exists, setting for 
which IAi = 1 leads to an increase in ELP. 

4. Maximizing influence in the basic 
models of the diffusion of 
innovations 

In [10], the problem of influence maximization 
is considered on the example of the following two 
basic models of the propagation of innovations: a 
linear threshold model and a model of 
independent cascades, in which there is an initial 
set of active agents A0 and at some moment in time 
a new active agent gets a chance to activate its 
neighbors with probability pvw, and the latter, if 
successful, are activated at the next step, and so 
on until new activations are possible. 

The problem of maximizing influence can be 
formulated as follows. The influence (A) of the 
set of agents A is defined as the expected number 
of active agents upon completion of the process of 
propagation of information actions initiated by 
agents from the set A. For both models (linear 
threshold and independent cascades), an NP-hard 
problem arises: for a given parameter k, find k-
elements set A maximizing (A). Since the 
problem of maximizing the influence is similar to 

the problem of maximizing submodular functions, 
then for the appropriate application of the 
algorithm it is only necessary to prove that (A) is 
a submodular function. The submodular function 
f maps a finite set U to non-negative real numbers 
and satisfies the natural property of "diminishing 
returns" (the marginal revenue from adding an 
element to a set S is at least as high as the marginal 
revenue from adding the same element to any set 
including S). 

Generalized Threshold Model. An agent's 
decision to activate is determined by a monotonic 
threshold function  : 0,1v vf S N → , where 
Nv is the set of neighbors v and fv() = 0. Each 
agent initially chooses a threshold v uniformly 
randomly and becomes active if fv(S)  0. 

Generalized cascade model. The probability 
pv(u, S) that agent u activates agent v depends on 
the set S of agents that have already 
unsuccessfully tried to activate agent v. A 
restriction is imposed on the model: if neighbors 
u1, ..., ul try to activate v, then the probability that 
v will become active after l attempts does not 
depend on the order of activation attempts. 

Generalized information impact strategies. 
Let there be m different ways of informational 
influence I1, …, Im, each of which can affect a 
certain subset of agents of the social network, 
increasing their probability of activation. That is, 
the initial set of active agents A0 is not defined. 
The amount of investments xi in each marketing 
action is selected, which is limited in aggregate by 
the budget. Marketing strategy - vector x = {x1, ..., 
xm}. The probability hv(x) of agent v becoming 
active is determined by strategy x. The function 
hv() is non-decreasing and has the property of 
“diminishing incomes”, that is 

( ) ( ) ( ) ( )0 v v v vx y a h x a h x h y a h y    + −  + −  
The resulting expected number of active 

agents in this case (taking into account direct 
marketing and subsequent influence) is equal to 

( ) ( ) ( ) ( )1u v
A V u A v A

EG x A h x h x
  

= −      

In order to approximately maximize this 
functional, it is assumed that can be estimated 
EG(x) at each point x and can be found the 
direction i with an approximately maximum 
gradient. Let ei be the unit vector of the i-axis and 
δ a constant. It is assumed that there exists 1 
such that can be found i for which EG(x + δei) – 
EG(x)  (EG(x + δei) – EG(x)) for any j. Then, 
dividing the budget k into parts of size δ, at each 
step (all of these parts k/), we can invest δ funds 
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from the budget into Ii, which maximizes the 
gradient EG(). 

Competing information influences. In [11], 
the problem of influence maximization is 
considered for the case of two competing 
influences A and B (there are player A and player 
B) for the model of independent cascades. 
Accordingly, an agent in the network represented 
by the graph G(N, E) can be in three states: A 
(reaction to informational action A), B (reaction 
to informational action B) and C (no decision has 
been made yet - no response). An agent can move 
from state C to any other and nothing more. The 
initial disjoint active sets of nodes are IA and IB, 
respectively (IA  IB = I). The problem of 
influence maximization is considered for player 
A. Formally, it is necessary to maximize f(IA| IB) - 
the expected number of agents that will be 
affected by A for a given IB by choosing IA. 

Two models extended in relation to the model 
of independent cascades are proposed: 

1) A model based on distance (distance-
based), in which the agent receives the 
corresponding innovation from the "closest" 
activated agent from I. 

2) The wave model. The innovation is 
spreading step by step. An agent that is not active 
at the previous step is activated at the current step 
by uniformly randomly choosing one of the 
neighbors located at a distance proportional to the 
number of the step. 

For these conditions, it is promising to 
calculate the Nash equilibrium and consider the 
Stackelberg game. 

Voting model. In [12], the problem of 
maximizing influence is considered on the 
example of a probabilistic voting model. In the 
voting model (belonging to the class of 
Interacting Particle Systems models), at each step, 
each agent can change his mind, randomly 
choosing one of the neighbors and accepting his 
opinion. This model is similar to the threshold 
model in the sense that the agent is more likely to 
change his mind to the one supported by the 
majority of his neighbors. However, in the voting 
model, in contrast to the threshold model, the 
agent can become inactive. 

The social network is represented by an 
undirected graph with loops G(N, E). Each node v 
has many neighbors N(v) and is randomly 
initialized (assigned a value of 1 or 0). At each 
moment in time, each node randomly chooses one 
of its neighbors (the probability of choosing each 
neighbor is the same) and accepts his opinion: 

( )

( ) ( ) 
( )

( ) ( ) 
( )

1

: 1
1,  with probability 

: 0
0,  with probability 

t

i

t

u N v f u
N v

f v
u N v f u

N v

+

  =



= 
 =




 

 
The budget is bounded from above by a 

constant B, the cost of the initial “persuasion” 
f0(v)=1 of agent v is cv. Thus, the problem of 
maximizing influence is formulated as follows: f0: 
N → 0; 1} maximizing the mathematical 
expectation E[∑vN ft(v)] for a given budget 
constraint 

( ) | 0 1 vv f v
c B

=
 . 

5. Conclusions 

The paper considers the dynamic processes of 
forming opinions in a social network, and also 
presents models and algorithms for identifying 
critical points of a social network (influencing 
agents), the impact on which allows manipulating 
the aggregate opinion of network participants 
forming a social network, as well as the resulting 
game-theoretic problems information 
confrontation. 
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Abstract  
Many problems in economics, industry, science, as well as the problems of managing complex 
technical objects lead to the need to solve optimization problems. The problem of constructing 
algorithms for the approximate solution of optimization problems is of considerable interest. 
To do this, the properties of the space of variables are investigated and the regularities of the 
behavior of functions in this space are revealed. The paper describes the application of greedy 
algorithms to obtain estimates of functions in special classes. Sparse representations of a 
function are not only a powerful analytical tool, but they are used in many areas, such as image 
processing, signal processing, numerical computing, directly in optimization problems, as they 
significantly increase the ability to process large data sets. The key to the search for sparse 
representations is the concept of 𝑚-term approximation of the objective function by the 
elements of this system of functions. A universal method that allows this is the greedy 
algorithm, the principle of which is to use the greedy step in search of a new element to be 
added to this 𝑚-term approximation. In this work, using approximations by greedy algorithms 
(ψ, β)-differentiable functions in Lebesgue spaces, the exact order estimates under conditions 
1 < 𝑝 < 𝑞 ≤ 2, 1 < 𝑝 ≤ 2 ≤ 𝑞 < ∞ and 2 ≤ p ≤ q < ∞ were found. The estimates obtained 
allow us to effectively use mathematical models that describe the routes between atomic nodes 
of the system, which require the use of (ψ, β)-differentiable functions in the space 𝐿𝑞, in 
optimization problems. 
 
Keywords  1 
(𝜓, 𝛽) −derivative, greedy approximation, greedy algorithms, best approximations, 
optimization problem 
 
  

1. Introduction 

 The solution of most real problems in the field 
of decision-making requires the formalization of 
the situation when the choice should be made, in 
the form of an optimization problem of a certain 
class. The optimal choice of one of several valid 
alternatives according to a certain criterion 
corresponds to the assignment of variables to 
specific values from the range of acceptable 
values. Often variables can take only one of two 
values - zero or one. The corresponding problems 
are called optimization problems with Boolean 
variables or pseudo-Boolean optimization 
problems. This issue has been actively studied in 
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recent years in the works of many scientists         
[1-11]. This approach allows to obtain good 
results for adaptive algorithms for optimal prefix 
coding of the alphabet with minimal redundancy, 
algorithms for finding a minimum weight 
spanning tree in a graph and finding a minimum 
weight spanning tree in a connected graph, and so 
on.  

In essence, these are greedy algorithms, which 
implement the following principles: at each step 
of the algorithm we abstract from the previous and 
next steps and think only about the optimal 
solution at this stage. The approach does not 
provide for the cancellation of the choice already 
made (return to previous steps) and does not 
predict anything for the future; the speed of 
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program execution is easy to predict, because the 
complexity of the algorithm is linear. However, it 
is necessary to understand when this approach can 
be used and when not. Even if the greedy 
algorithm gives the optimal solution in certain 
cases, it is difficult to prove that the approach will 
work in all other possible cases. 

Most known optimization methods involve 
specifying objective functions and constraints in 
the form of algebraic expressions, while in many 
real problems some or all functions are given, 
algorithmically, which makes it impossible to 
apply standard algorithms to them; and requires 
the development of search engine optimization 
procedures and their evaluation. At the same time, 
the analysis of many practical problems, to the 
solution of which greedy algorithms can be 
applied, allows to reveal in them some features in 
the form of constructive properties, inherent both 
in objective functions, and the restriction imposed 
by the conditions of the problem. It should also be 
noted that when solving a specific problem, it is 
useful to have information about the effectiveness 
of algorithms, which allows you to get the result 
with the appropriate accuracy. 

Often, when solving practical problems, the 
researcher deals with a specific problem 
statement. This paper aims to evaluate the 
solutions of a class of problems described by 
certain classes of (𝜓, 𝛽) −differentiable 
functions. The study of these functions is of 
particular practical interest, for example, for 
problems in the description of which models are 
used, which to describe the routes between the 
atomic nodes of the system require the use of 
classes of (𝜓, 𝛽) − differentiable functions. 

Before proceeding to the presentation of the 
main results, we present necessary notations and 
we will give definitions of the approximate 
characteristic which will be investigated. 

Let 𝐿𝑞 be the space of 2𝜋 −periodic functions 
𝑓 summable to a power 𝑞, 1 ≤ 𝑞 < ∞ (resp., 
essentially bounded for 𝑞 = ∞), on the segment 
[−𝜋, 𝜋]. The norm in this space is defined as 
follows: 

 
∥ 𝑓 ∥𝐿𝑞=∥ 𝑓 ∥𝑞=

=

{
 
 

 
 

(
1

2𝜋
∫

𝜋

−𝜋

|𝑓(𝑥)|𝑞𝑑𝑥)

1
𝑞

, 1 ≤ 𝑞 < ∞,

e𝑠𝑠sup
𝑥∈[−𝜋,𝜋]

|𝑓(𝑥)|  ,                    𝑞 = ∞.

 

For a function 𝑓 ∈ 𝐿1, we consider its Fourier 
series  

∑

𝑘∈ℤ

  𝑓(𝑘)𝑒𝑖𝑘𝑥 , 

where 

𝑓(𝑘) =
1

2𝜋
∫

𝜋

−𝜋

  𝑓(𝑥)𝑒−𝑖𝑘𝑥𝑑𝑥 

are the Fourier coefficients of the function 𝑓. In 
what follows, we always assume that the function 
 𝑓 ∈ 𝐿1 satisfies the condition  

∫

𝜋

−𝜋

  𝑓(𝑥)𝑑𝑥 = 0. 

Further, let 𝜓 ≠ 0, be an arbitrary function of 
natural argument and let 𝛽 be an arbitrary fixed 
real number. If a series  

∑

𝑘∈ℤ\{0}

  
𝑓(𝑘)

𝜓(|𝑘|)
𝑒𝑖(𝑘𝑥+𝛽

𝜋
2
sign𝑘) 

is the Fourier series of a summable function, then, 
following Stepanets  [12] we can introduce the 
(𝜓, 𝛽)–derivative of the function 𝑓 and denote it 
by 𝑓𝛽

𝜓. By 𝐿𝛽
𝜓 we denote the set of functions 𝑓 

satisfying this condition. In what follows we 
assume that the function 𝑓 belongs to the class 
𝐿𝛽,𝑝
𝜓  if 𝑓 ∈ 𝐿𝛽,𝑝

𝜓  and 

𝑓𝛽
𝜓
∈ 𝑈𝑝 = {𝜑:𝜑 ∈ 𝐿𝑝, ∥ 𝜑 ∥𝑝≤ 1}, 

1 ≤ 𝑝 ≤ ∞. 
If 

𝜓(|𝑘|) = |𝑘|−𝑟 , 𝑟 > 0, 𝑘 ∈ ℤ\{0}, 
then the (𝜓, 𝛽)–derivative of the function 𝑓 
coincides with its (𝑟, 𝛽)–derivative (denoted by 
𝑓𝛽
𝑟) in the Weyl–Nagy sense.  

We give definition of the greedy 
approximation under investigation. Let 
{𝑓(𝑘(𝑙))}𝑙=1

∞  — the Fourier coefficients 
{𝑓(𝑘)}𝑘∈ℤ of the function 𝑓 ∈ 𝐿1, that are 
arranged in non-increasing order of their absolute 
value, i.e  

|𝑓(𝑘(1))| ≥ |𝑓(𝑘(2))| ≥. .. 
Denote for 𝑓 ∈ 𝐿𝑞  

𝐺𝑚(𝑓, 𝑥) =∑

𝑚

𝑙=1

𝑓(𝑘(𝑙))𝑒𝑖𝑘(𝑙)𝑥 

and if 𝐹 ⊂ 𝐿𝑞 is a certain function class, then we 
set  

𝐺𝑚(𝐹)𝑞: = sup
𝑓∈𝐹

∥ 𝑓(⋅) − 𝐺𝑚(𝑓,⋅) ∥𝑞 . (1) 

 At present, there are many works devoted to 
the investigation of quantity (1) for important 
classes of functions. For details and the 
corresponding references, see, e.g.,  [13, 14]. 

By 𝐵 we denote the set of functions 𝜓, 
satisfying the following conditions: 
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1) 𝜓 — are positive and nonincreasing; 
2) there exists a constant 𝐶 > 0 such that 

𝜓(𝜏)

𝜓(2𝜏)
≤ 𝐶,    𝜏 ∈ ℕ. 

Thus, the functions 1
𝜏𝑟
, 𝑟 > 0;  

ln𝛾(𝜏+1)

𝜏𝑟
, 𝛾 ∈ ℝ,

𝑟 > 0, 𝜏 ∈ ℕ, and some other functions belong to 
the set 𝐵. 

For the quantities 𝐴 and 𝐵, the notation 𝐴 ≍ 𝐵 
means that there exist positive constants 𝐶1 and 𝐶2 
such that 𝐶1𝐴 ≤ 𝐵 ≤ 𝐶2𝐴. If 𝐵 ≤ 𝐶2𝐴 (𝐵 ≥
≥ 𝐶1𝐴), than we can write 𝐵 ≪ 𝐴 (𝐵 ≫ 𝐴). All 
𝐶𝑖 , 𝑖 = 1,2, . .., encountered in our paper may 
depend only on the parameters appearing in the 
definitions of the class and metric in which we 
determine the error of approximation. 

2. Main results 

The following assertion is true: 
Theorem 1. Let 𝟏 < 𝒑 < 𝒒 ≤ 𝟐, 𝝍 ∈ 𝑩,       

𝜷 ∈ ℝ and let, in addition, there exist 𝜺 > 𝟎 such 

that the sequence 𝝍(𝒕)𝒕
𝟏

𝒑
−
𝟏

𝒒
+𝜺
, 𝒕 ∈ ℕ, does not 

increase. Then the following order estimate is 
true:  

𝐺𝑚(𝐿𝛽,𝑝
𝜓
)𝑞 ≍ 𝜓(𝑚)𝑚

1
𝑝
−
1
2. 

Proof. The upper bounds follow from the 
estimate for the approximation of functions from 
the classes 𝐿𝛽,𝑝

𝜓  by their Fourier sums  [15, p. 215]: 

ℰ𝑚(𝐿𝛽,𝑝
𝜓
)2 = 

= sup
𝑓∈𝐿

𝛽,𝑝
𝜓
∥ 𝑓(𝑥) − ∑

𝑚

𝑘=−𝑚

𝑓(𝑘)𝑒𝑖𝑘𝑥 ∥2≍

≍ 𝜓(𝑚)𝑚
1
𝑝
−
1
2. 

We now determine the lower bounds. We will 
use the Rudin-Shapiro polinomials ℛ𝑙(𝑥):  

ℛ𝑙(𝑥) = ∑

2𝑙−1

𝑗=2𝑙−1

𝜀𝑗𝑒
𝑖𝑗𝑥 ,   

𝜀𝑗 = ±1,    𝑥 ∈ ℝ, 
satisfying the order estimate (see, e.g., [16,             
p. 155]) 

 ∥ ℛ𝑙 ∥∞≪ 2
𝑙

2. 
We also need the well-known de la Vallee-

Poussin kernels 

𝑉𝑚(𝑥) =
1

𝑚
∑

2𝑚−1

𝑙=𝑚

𝐷𝑙(𝑥), 

𝑥 ∈ ℝ,    𝑚 ∈ ℕ, where 

𝐷𝑙(𝑥) = ∑

|𝑘|≤𝑙

𝑒𝑖𝑘𝑥 

is the Dirichlet kernel. 
Further, we set for 

𝜀 = ±1 Λ±1: = {𝑘: ℛ̂𝑙(𝑘) = ±1}, 
and let 𝜀 = ±1 will be such that  

|Λ𝜀| > |Λ−𝜀|. 
Then for given 𝑚, we take 𝑙 ∈ ℕ from the relation 
2𝑙−2 ≤ 𝑚 < 2𝑙−1, take a small positive parameter 
𝛿 and consider a function  

𝑓(𝑥) = 𝐶3𝜓(2
𝑙)2

𝑙(
1
𝑝
−1)
𝑓1(𝑥),    𝐶3 > 0, 

where 
𝑓1(𝑥) = 𝑉𝑚(𝑥) + 𝜀𝛿ℛ𝑚(𝑥), 

0 < 𝛿 ≤ 𝑚
1

2
−
1

𝑝. 
We now show that, for a certain choice of the 
constant 𝐶3 > 0, the function 𝑓 belongs to the 
class 𝐿𝛽,𝑝

𝜓 . To this end, it suffices to verify that  

∥ 𝑓𝛽
𝜓
∥𝑝≪ 1. 

For this purpose, we use the estimate  [17] 
             ∥ 𝑡𝛽

𝜓
∥𝑝≪ 𝜓−1(𝑛) ∥ 𝑡 ∥𝑝                          (2) 

(for any polynomial 𝑡 ∈ 𝑇𝑛, 1 < 𝑝 < ∞), and the 
well-known relation (see, e.g.,  [18, p. 66]) 

             ∥ 𝑉2𝑙 ∥𝑝≍ 2
𝑙(1−

1

𝑝
)
, 1 ≤ 𝑝 ≤ ∞.          (3) 

Hence, we can write  
∥ 𝑓𝛽

𝜓
∥𝑝≪ 𝜓−1(𝑚) ∥ 𝑓 ∥𝑝≤ 

≤ 𝜓−1(𝑚)𝜓(2𝑙)2
𝑙(
1
𝑝
−1)

∙ 
∙ (∥ 𝑉𝑚 ∥𝑝+ 𝛿 ∥ ℛ𝑚 ∥𝑝) ≤ 

≤ 𝜓−1(𝑚)𝜓(2𝑙)2
𝑙(
1
𝑝
−1)

∙ 
∙ (∥ 𝑉𝑚 ∥𝑝+ 𝛿 ∥ ℛ𝑚 ∥∞) ≪ 

≪ 𝜓−1(𝑚)𝜓(2𝑙)2
𝑙(
1
𝑝
−1)

∙ 

∙ (2
𝑙(1−

1
𝑝) + 2

𝑙(
1
2
−
1
𝑝)2

𝑙
2) ≪ 1. 

This implies that, for a proper choice of the 
constant 𝐶3 > 0, function 𝑓 ∈ 𝐿𝛽,𝑝

𝜓 . 
By using the estimate (see, e.g.,  [14], p. 581) 

for 1 ≤ 𝑞 ≤ 2 and 1 < 𝑝 ≤ 2 

∥ 𝑓1 − 𝐺𝑚(𝑓1) ∥𝑞≫ 𝑚
1
2, 

we obtain  

sup
𝑓∈𝐿

𝛽,𝑝
𝜓
∥ 𝑓 − 𝐺𝑚(𝑓) ∥𝑞≫ 𝜓(2𝑙)2

𝑙(
1
𝑝
−1)

∙

∥ 𝑓1 − 𝐺𝑚(𝑓1) ∥𝑞≫ 

≫ 𝜓(𝑚)𝑚
1
𝑝
−1
𝑚
1
2 = 𝜓(𝑚)𝑚

1
𝑝
−
1
2. 

The required lower bound is established, 
which proves the theorem. 

Theorem 2. Let 𝟏 < 𝒑 ≤ 𝟐 ≤ 𝒒 < ∞, 𝝍 ∈ 𝑩, 
𝜷 ∈ ℝ and let, in addition, there exist 𝜺 > 𝟎 such 
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that the sequence 𝝍(𝒕)𝒕
𝟏

𝒑
+𝜺
, 𝒕 ∈ ℕ, does not 

increase. Then the following order estimate is 
true:  

𝐺𝑚(𝐿𝛽,𝑝
𝜓
)𝑞 ≍ 𝜓(𝑚)𝑚

1
𝑝
−
1
𝑞 . 

Proof. The upper bound follows from the 
following inequality 

∥ 𝑓 − 𝐺𝑚(𝑓) ∥𝑞≤  

≤ (1 + 3𝑚
|
1
2
−
1
𝑞
|
) 𝑒𝑚(𝑓)𝑞 , 

1 ≤ 𝑞 ≤ ∞, (see [14]), and the estimate 
𝑒𝑚(𝐿𝛽,𝑝

𝜓
)𝑞 = 

= sup
𝑓∈𝐿

𝛽,𝑝
𝜓
 inf
Θ𝑚

inf
𝑇(Θ𝑚,⋅)

∥ 𝑓(⋅) − 𝑇(Θ𝑚,⋅) ∥𝑞≍ 

≍ 𝜓(𝑚)𝑚
1
𝑝
−
1
2 , 

1 < 𝑝 ≤ 2 ≤ 𝑞 < ∞, 
where 

𝑇(Θ𝑚, 𝑥) = ∑

𝑚

𝑘=1

𝑐𝑘𝑒
𝑖𝑛𝑘𝑥 , 

Θ𝑚 is a set of 𝑚 integers 𝑛1, . . . , 𝑛𝑚 and 𝑐𝑘 are 
arbitrary complex numbers (see [19]). 

∥ 𝑓 − 𝐺𝑚(𝑓) ∥𝑞≤ 

≤ (1 + 3𝑚
1
2
−
1
𝑞)𝑒𝑚(𝑓)𝑞 ≪ 

≪ 𝑚
1
2
−
1
𝑞𝜓(𝑚)𝑚

1
𝑝
−
1
2 = 𝜓(𝑚)𝑚

1
𝑝
−
1
𝑞 . 

Therefore  

                 𝐺𝑚(𝐿𝛽,𝑝
𝜓
)𝑞 ≪ 𝜓(𝑚)𝑚

1

𝑝
−
1

𝑞.               (4) 

We now determine the lower bounds. For 
given 𝑚 we take 𝑙 ∈ ℕ from the relation 
 2𝑙−1 ≤ 𝑚 < 2𝑙 and consider a function 

𝑓2(𝑥) = 𝐶4𝜓(2
𝑙)2

𝑙(
1
𝑝
−1)
𝑉2𝑙(𝑥),    𝐶4 > 0. 

It is easy to see that the function 𝑓2 belongs to 
𝐿𝛽,𝑝
𝜓
. Indeed, according to relations (2) and (3), we 

can write 
∥ (𝑓2)𝛽

𝜓
∥𝑝≪ 𝜓−1(𝑚) ∥ 𝑓2 ∥𝑝≪ 

≪ 𝜓−1(𝑚)𝜓(2𝑙)2
𝑙(
1

𝑝
−1)
2
𝑙(1−

1

𝑝
)=1. 

This implies that, for the proper choice of the 
constant 𝐶4 > 0, the function  𝑓2 belongs to 𝐿𝛽,𝑝

𝜓
. 

Using the inequality of different metrics, we 
obtain the ratio 

∥ 𝑇𝑛 ∥𝑝≪ 𝑛
1
𝑞
−
1
𝑝 ∥ 𝑇𝑛 ∥𝑞 , 

  1 ≤ 𝑞 ≤ 𝑝 ≤ ∞, 
we obtain the ratio 

∥ 𝑉2𝑙 − 𝐺𝑚(𝑉2𝑙) ∥𝑞≫ 

≫ 𝑚
−
1
𝑞 ∥ 𝑉2𝑙 − 𝐺𝑚(𝑉2𝑙) ∥∞≫ 

                           ≫ 𝑚
1−

1

𝑞.                                (5) 

Therefore, given (5), we will have 
sup
𝑓2∈𝐿𝛽,𝑝

𝜓
∥ 𝑓2 − 𝐺𝑚(𝑓2) ∥𝑞≫ 

≫ 𝜓(2𝑙)2
𝑙(
1
𝑝
−1)

∥ 𝑓2 − 𝐺𝑚(𝑓2) ∥𝑞≫ 

≫ 𝜓(𝑚)𝑚
1
𝑝
−1
𝑚
1−
1
𝑞 = 

= 𝜓(𝑚)𝑚
1
𝑝
−
1
𝑞 . 

Thus for 
1 < 𝑝 ≤ 2 ≤ 𝑞 < ∞  

we obtain 

𝐺𝑚(𝐿𝛽,𝑝
𝜓
)𝑞 ≍ 𝜓(𝑚)𝑚

1
𝑝
−
1
𝑞 . 

The estimate from below, and with it Theorem 2, 
is proved. 
Theorem 3. Let 2 ≤ p ≤ q < ∞, 𝜓 ∈ 𝐵, 𝛽 ∈ ℝ 
and let, in addition, there exist 𝜀 > 0 such that the 
sequence 𝜓(𝑡)𝑡

1

2
+𝜀 , 𝑡 ∈ ℕ, does not increase. 

Then the following order estimate is true: 

𝐺𝑚(𝐿𝛽,𝑝
𝜓
)𝑞 ≍ 𝜓(𝑚)𝑚

1
2
−
1
𝑞 . 

Proof. We first establish the upper bound. Since 
𝐿𝛽,𝑝
𝜓

⊂ 𝐿𝛽,2
𝜓 , 

then 
𝐺𝑚(𝐿𝛽,𝑝

𝜓
)𝑞 ≤ 𝐺𝑚(𝐿𝛽,2

𝜓
)𝑞 

and therefore, taking into account the ratio (4) for 
p = 2,  we obtain the upper bounds 

𝐺𝑚(𝐿𝛽,𝑝
𝜓
)𝑞 ≪ 𝜓(𝑚)𝑚

1
2
−
1
𝑞 . 

To set the upper bound for given 𝑚 we take  
𝑙 ∈ ℕ so that the relation is fulfilled  𝑚 ≍ 2𝑙 ,  we 
will take small positive parameter 𝛿 and consider 
a function 

𝑓3(𝑥) = 𝐶5𝜓(2
𝑙)2−

𝑙
2𝑓4(𝑥), 

where 
𝑓4(𝑥) ≔ ℛ𝑚(𝑥) + 𝜀𝛿𝐷𝑚(𝑥),   

0 < 𝛿 ≤ 𝑚
1

𝑝
−
1

2. 
We now show that, for a certain choice of the 
constant 𝐶5 > 0, the function 𝑓3 belongs to the 
class 𝐿𝛽,𝑝

𝜓
.  

For this purpose, it suffices to check that 
∥ (𝑓3)𝛽

𝜓
∥𝑝≪ 1. 

To this end, we use (2) and the known relation 
(see, e.g., [20, p. 155]) 

∥ 𝐷2𝑙 ∥𝑝≍ 2
𝑙(1−

1
𝑝), 1 < 𝑝 < ∞. 

So we will have 
∥ (𝑓3)𝛽

𝜓
∥𝑝≪ 𝜓−1(𝑚) ∥ 𝑓3 ∥𝑝≤ 

≤ 𝜓−1(𝑚)𝜓(2𝑙)2−
𝑙
2 ∙ 

∙ (∥ ℛ𝑚 ∥𝑝+ 𝛿 ∥ 𝐷𝑚 ∥𝑝) ≤ 
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≤ 𝜓−1(𝑚)𝜓(2𝑙)2−
𝑙
2 ∙ 

∙ (∥ ℛ𝑚 ∥∞+ 𝛿 ∥ 𝐷𝑚 ∥𝑝) ≪ 

≪ 𝜓−1(𝑚)𝜓(2𝑙)2−
𝑙
2 ∙ 

∙ (2
𝑙
2 + 2

𝑙(
1
𝑝
−
1
2)2

𝑙(1−
1
𝑝)) ≪ 1. 

This implies that, for a proper choice of the 
constant 𝐶5 > 0, the function 𝑓3 belongs to the 
class 𝐿𝛽,𝑝

𝜓
. 

Further, use the estimate set in [14, p. 582]: 

∥ 𝑓4 − 𝐺𝑚(𝑓4) ∥𝑞≫ 𝑚
1−
1
𝑞 ,    2 ≤ 𝑞 ≤ ∞. 

Taking into account this ratio, we will have 
sup
𝑓3∈𝐿𝛽,𝑝

𝜓
∥ 𝑓3 − 𝐺𝑚(𝑓3) ∥𝑞≫ 

≫ 𝜓(2𝑙)2−
𝑙
2 ∥ 𝑓4 − 𝐺𝑚(𝑓4) ∥𝑞≫ 

≫ 𝜓(𝑚)𝑚−
1
2𝑚

1−
1
𝑞 = 𝜓(𝑚)𝑚

1
2
−
1
𝑞 . 

Thus for 
2 ≤ 𝑝 ≤ 𝑞 < ∞ 

we obtain 

𝐺𝑚(𝐿𝛽,𝑝
𝜓
)𝑞 ≍ 𝜓(𝑚)𝑚

1
2
−
1
𝑞 . 

The lower bound is established. This completes 
the proof of the theorem. 

Remark. The assertion of Theorems for a 
special case of the classes 𝑊𝑝,𝛽

𝑟  were established 
by Temlyakov  [21].  

3. Conclusions 

The possibilities of precise methods are very 
limited, especially when solving large-scale 
problems. For many classes of discrete 
optimization problems that occur in practice, no 
effective (polynomial) exact algorithms have been 
developed. In addition, the use of regular 
algorithms is possible only in the presence of a 
priori information about the properties of the 
target functional. This leads to the need to develop 
and study approximate algorithms to obtain the 
necessary solution. Because if the dimension is 
close to the hundredth step, then the exact 
algorithm is no longer able to find a solution in 
real time. This paper proposes the use of a greedy 
algorithm, the essence of which is to select the 
next element at each step in an optimal way, to 
effectively solve problems of optimization of 
functions in the presence of constraints. In 
particular, we obtain the exact order estimates of 
approximations by greedy algorithms of the 
classes 𝐿𝛽,𝑝

𝜓  of periodic functions in the space 𝐿𝑞 

for some relations between parameters 𝑝 and 𝑞. 
Using approximation by greedy algorithms (ψ, β) 
- differentiable functions in Lebesgue spaces, the 
exact order estimates under conditions 1 < 𝑝 <
𝑞 ≤ 2, 1 < 𝑝 ≤ 2 ≤ 𝑞 < ∞ and 2 ≤ p ≤ q < ∞ 
were found. The estimates obtained allow us to 
effectively use mathematical models that describe 
the routes between atomic nodes of the system, 
which require the use of (ψ,β)-differentiable 
functions in the space 𝐿𝑞, in optimization 
problems. 
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Abstract  
The computing development in the post-quantum cryptography era puts forward new 

requirements for cryptographic mechanisms for providing basic security services. The advent 
of a full-scale quantum computer casts doubt on the cryptographic strength of cryptosystems 
based on symmetric cryptography and public-key cryptography. One of the promising areas in 
the opinion of US NIST experts is the use of crypto-code constructions (crypto-code schemes 
or code-theoretic schemes) by McEliece or Niederreiter. The construction allows one integrated 
mechanism to provide the basic requirements for cryptosystems - cryptographic stability, speed 
of cryptoconversion and besides - reliability based on the use of noise-resistant coding. 
However, their use is difficult due to the large volume of power of the alphabet, and the 
possibility of hacking based on Sidelnikov’s attack. The paper proposes to use non-cyclic noise-
resistant codes on elliptic curves in a modified McEliece cryptosystem that are not susceptible 
to Sidelnikov’s attack. The main criteria for constructing a modified crypto code based on the 
McEliece scheme on elongated elliptic codes are investigated. It is proposed to reduce the 
energy intensity in the proposed crypto-code design by reducing the power of the Galois field 
while ensuring the level of cryptographic stability of the modified cryptosystem as a whole with 
its software implementation. To reduce the field power, it is proposed to use modified elliptic 
codes, which allows to reduce the field power by 2 times. A comparative assessment of the 
performance of cryptosystems is carried out. The results of statistical stability studies based on 
the NIST STS 822 package confirm the cryptographic strength of the proposed cryptosystem 
on modified elongated elliptic codes. It is proposed to use the method of evaluating the 
cryptographic strength of various cryptosystems based on the entropy approach. 
 
Keywords1 
Asymmetric McEliece Crypto-Code System, Crypto-Code Construction on Algebro-geometric 
Codes, Modified (extended) Elliptic Codes, Confidentiality, Integrity. 
 
  

1. Introduction 

The rapid growth of the volume of data being 
processed and the development of computing 
technology has put forward new requirements for 
reliability and data security. Studies on the 
influence of quantum computing using quantum 
superposition and quantum entanglement to 

 
EMAIL: serhii.yevseiev@hneu.net (A. 1); olha.korol@hneu.net 
(A. 2); oveselska@ath.bielsko.pl (A. 3); 
spogasiy1978@gmail.com (A. 4); 
vladyslav.khvostenko@gmail.com (A. 5) 
ORCID: 0000-0003-1647-6444 (A. 1); 0000-0002-8733-9984 (A. 
2); 0000-0002-4914-2187 (A. 3); 0000-0002-4540-3693 (A. 4); 
0000-0000-0000-1234 (A. 5) 
 

transmit and process data have shown that 
quantum computers that use special algorithms 
(for example, Shor’s algorithm) will be able to 
factorize numbers in polynomial time [1], [2]. 
Thus, RSA, ECC, DSA cryptographic systems 
will be vulnerable to brute force attacks using a 
full-scale quantum computer. Therefore, the main 
research and development of cryptographic 
information security tools (CIST) are currently 
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aimed at finding solutions that confront quantum 
computing and at the same time must be resistant 
to attacks using ordinary computers. Such 
algorithms are related to the section of quantum-
resistant cryptography (quantum secure 
cryptography or quantum-resistant cryptography) 
[3], [4]. Through the imminent emergence of new 
schemes, sufficient attention has not been paid to 
the well-known, asymmetric crypto-code systems 
(ACCS) based on McEliece's theoretical code 
schemes (TCS), which are also quantum-stable. 

The advent of a full-scale quantum computer 
casts doubt on the cryptographic strength of 
cryptosystems based on symmetric cryptography 
and public-key cryptography. One of the 
promising areas in the opinion of US NIST 
experts is the use of crypto-code constructions 
(crypto-code schemes or code-theoretic schemes) 
by McEliece or Niederreiter. The construction 
allows one integrated mechanism to provide the 
basic requirements for cryptosystems – 
cryptographic stability, speed of cryptoconversion 
Pand besides – reliability based on the use of 
noise-resistant coding. 

The analysis showed that for the provision of 
basic security services, crypto-code constructions 
are usually used based on the McEliece and 
Niederreiter schemes. To ensure the level of 
cryptographic strength in post-quantum 
cryptography, it is necessary to use the power of 
the alphabet in a field of 210-213 degrees, which 
is a significant drawback of their practical 
application [4]. Even at the current level of 
computer technology, this is a rather difficult task. 

The second drawback is the hacking attack on 
the McEliece scheme based on linear-fractional 
transformations and the property of triply 
transitivity of the automorphism groups of the 
generalized Reed-Solomon code, proposed in the 
work of professor Sidelnikov from Moscow State 
University. The essence of which is to find the 
elements of the generating matrix and remove the 
action of masking matrices [4].  

The orthogonality of the matrices, which is 
generative and test, allows us to consider the 
effectiveness of the attack on the Niederreiter 
scheme. A promising way to eliminate the 
identified patterns Sidelnikov proposes to use 
cascade or algebraic geometry codes – codes built 
based on the algebra of the theory of noise-
resistant coding and geometric parameters of the 
curve, in particular elliptic curves. 

The algebraic-geometric code uses the 
mathematical apparatus of noise-resistant coding 
and the parameters of the spatial curve. This 

allows us to provide resistance to Sidelnikov’s 
attack and proper (n, k, d) parameters of the error-
correcting code, which, under equal conditions of 
length n, provides bigger values of the d and k 
parameters (allows to transmit more characters in 
open text and correct more errors ) 

The paper proposes to use non-cyclic noise-
resistant codes on elliptic curves in a modified 
McEliece cryptosystem that are not susceptible to 
Sidelnikov’s attack. The main criteria for 
constructing a modified crypto code based on the 
McEliece scheme on elongated elliptic codes are 
investigated. It is proposed to reduce the energy 
intensity in the proposed crypto-code design by 
reducing the power of the Galois field while 
ensuring the level of cryptographic stability of the 
modified cryptosystem as a whole with its 
software implementation. To reduce the field 
power, it is proposed to use modified elliptic 
codes, which allows to reduce the field power by 
2 times. A comparative assessment of the 
performance of cryptosystems is carried out. The 
results of statistical stability studies based on the 
NIST STS 822 package confirm the cryptographic 
strength of the proposed cryptosystem on 
modified elongated elliptic codes. 

2. Analysis of Recent Studies and 
Publications 

The main advantage of symmetric and 
asymmetric Crypto-Code Systems (CCS) is the 
high speed of information conversion and the 
integrated provision of reliability and information 
concealment (confidentiality) that satisfies the 
basic security requirements. 

For security reasons, the perspective direction 
is the use of asymmetric cryptosystems based on 
CCS McEliece integrated (with one mechanism) 
providing reliability values at the level of 29 – 212 
and cryptostability 230 – 235 group operations 
when constructed over the field GF(210). 

Figure 1 shows the classification of crypto-
code structures and the provision of basic security 
services.  
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Figure 1: Classification of crypto-code 
constructions 

 
The main advantage of which is the provision of 
cryptographic stability, efficiency and reliability 
in the transmission of information in the post-
quantum period. 

Table 1 shows the results of comparative 
studies of the effectiveness of cryptographic 
information security methods at a fixed level of 
stability.  

 
Table 1 
Results of comparative researches of efficiency of 
cryptographic methods of information security at 
the fixed stability level 

Methods of 
cryptographic 
transformatio

n 

Security 
model 

Key length 
[bits 

Speed of 
cryptogra

phic 
transitions
, [bits/sec 

Additional 
features 

Block 
symmetric  

ciphers 

Practical 
security 

128, 256, 
512 

106 – 109 None 

Stream 
symmetric  

ciphers 

Practical 
security 

128, 256, 
512 

107 – 1010 None 

Asymmetric 
PCAs are 
similar 
cryptographic 
algorithms 

Proof 
Security 

3248 
(128), 
15424 
(256) 

102 – 103 None 

Asymmetric 
CCS using 
code 
structures 

Proof 
Security 

0,5∙106 
(128), 
2∙106 
(256) 

106 – 108 

Error 
monitorin

g, 
increasing 
reliability 

In Table 1, there are presented values: average 
(the complexity of cryptanalysis is the best-
known algorithm of at least 2128 operations); 
high (the complexity of cryptanalysis is the best-
known algorithm of at least 2256 operations); 
super-high (the complexity of cryptanalysis is the 

best-known algorithm of at least 2512 operations) 
[4]. 

Hence, as it follows from the above results of 
the comparative analysis (Table 1), asymmetric 
cryptographic algorithms using TCS allow the 
cryptographic protection of information to be 
realized on the technology of public keys. And 
thus they provide the speed of crypto-code 
transformation of information with the speed of 
encryption of block-symmetric ciphers (BSС). In 
addition, the practical use of ACCS information 
security allows to ensure the security and 
reliability of data, based on the integration of 
channel coding and encryption mechanisms in a 
comprehensive manner. 

In [5–8], the authors propose McEliece crypto-
code systems based on various codes. In [9–11], 
an equilibrium coding method based on m-folded 
Reed-Solomon codes were proposed; however, 
the disadvantage is the lack of a practical 
algorithm for decoding the syndrome on the 
receiving side and the possibility of hacking based 
on a rearranged decoder. In [13], there is proposed 
a modification of the Reed-Solomon codes, which 
exceeds the Guruswami-Sudan decoding radius 1 
– √R of the Reed-Solomon codes at low speeds R. 
The idea is to select the Reed-Solomon codes U 
and V with the corresponding speeds in (U | U + 
V) and decode them using the soft information 
decoder Koetter-Vardy. 

In [5, 12], the use of alternating Goppa codes 
in the McEliece cryptosystem and the classical 
Goppa codes in the Niederreiter cryptosystem are 
proposed. In [14], the authors confirm the 
complexity of the practical implementation of the 
Niederreiter scheme and consider the possibility 
of using cryptosystems in VPN channels. In [15] 
article proposes a new class of convolutional 
codes, which allows an effective algorithm for 
algebraic decoding, the use of the McEliece 
cryptosystem in a variant. Unlike the classic 
McEliece cryptosystems, which use block codes, 
the authors propose the use of a convolutional 
encoder as part of the public key. 

In [16] the authors propose a new Niederreiter 
cryptosystem based on quasi-cyclic codes which 
is quantum-secure. This new cryptosystem has a 
good transfer rate compared to the one that uses 
the Hopp binary codes and uses smaller keys. 

In the following papers [6, 7, 12], the authors 
use low-density quasi-cyclic parity codes (QC-
LDPC) [8] and on codes with the maximum rank 
distance [6, 7] to build McEliece and Niederreiter 
cryptosystems. In [12], the construction of the 
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McEliece and Niederreiter schemes based on the 
alternating Goppa codes is considered.  

In computer networks with decisive feedback, 
the authors ensure the use of the McEliece crypto-
code design in the G.709 optical transport network 
(OTN) infrastructure to provide integrated 
requirements for both reliability and security [17]. 
In [18], the authors proposed to use the 
Niederreiter asymmetric crypto-code system on 
elliptic codes. This approach provides protection 
against possible attacks described in [19, 20, 21] 
and the required level of cryptographic strength. 
But there are remained unresolved questions of 
practical implementation with the necessary 
power of the GF(210–213) field to ensure a 
guaranteed level of cryptographic strength. 

Thus, the analysis showed that crypto-code 
constructions belong to the section of quantum-
resistant cryptography and can be used instead of 
asymmetric cryptosystems soon. In this regard, 
their improvement is of wide interest among the 
scientific community. 

However, all the codes proposed by the 
authors are cyclical and prone to Sidelnikov's 
attacks [19]. The essence of Sidelnikov’s attack 
comes down to finding the elements of the 
generating matrix and removing the action of 
masking matrices based on linear fractional 
transformations and the property of triply 
transitivity of the automorphism group of the 
generalized Reed-Solomon code. As a solution, 
Sidelnikov proposes the use of non-cyclic codes 
based on cascade or algebraic-geometric codes 
(codes on elliptic curves). This approach provides 
not only opposition to Sidelnikov’s attack, but 
also the ability to reduce key data based on the use 
of the coefficients of the equation of the curve as 
a secret parameter [4]. Besides, US NIST experts 
consider the security (cryptographic strength) of 
cryptosystems in post-quantum cryptography 
only if they built in the Galois field GF (210–213). 
However, the level of computing capabilities of 
modern information and communication systems 
does not allow them to be fully implemented. To 
reduce energy costs, the authors propose using 
modified crypto-code constructions on modified 
(extended codes). Fig. 2 shows the exchange 
protocol based on the modified McEliece crypto-
code system on modified (shortened) elliptic 
codes, in Fig. 3 – on modified (extended) codes. 
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*= i × GX + e 

Private key G, X, P, D

Public key
Gx = X × G ×  P × D
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Figure 2: Exchange protocol based on a modified 
McEliece crypto-code system on modified 
(shortened) elliptic codes (secret (closed) key ‒ 
matrices X, P, and D; Х – non-degenerate k×k 
matrix over GF(q); Р – permutational n×n matrix 
over GF(q); D – diagonal n×n matrix over GF(q),\; 
GEC– generating k×n matrix of elliptic code over 
GF(q); vector IV1 (sets of fixed positional sets of 
clear text {MF}) 
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Figure 3: Exchange protocol based on a modified 
McEliece crypto-code system on modified (ex-
tended) elliptic codes (secret (closed) key ‒ 
matrices X, P, and D; Х – non-degenerate k×k 
matrix over GF(q); Р – permutational n×n matrix 
over GF(q); D – diagonal n×n matrix over GF(q); 
GEC– generating k×n matrix of elliptic code over 
GF(q); vector IV1 (sets of fixed posi-tional sets of 
clear text {MF}); vector IV2 (defines the position 
for adding plaintext characters) 

The main code characteristics and parameters 
of cryptosystems are given in Tables 2 and 3.  

Table 2. The main (n, k, d) properties of MEC. 
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Table 2 
The main (n, k, d) properties of MEC 

 
Table 3  
Basic parameters of McEliece MACCS on MEC 
Propert
y 

Shortened MEC Extended MEC 

dimensi
on of 
the 
secret 
key  

( )2log 2 1Kl x q q+
 =  + +
   

( )1 2log 2 1K+l =(x x ) q +q+− 
 

 

dimensi
on of 
informa
tion 
vector  

lI=(α–x)×m lI = (α – x + x1) × m 

dimensi
on of 
the 
cryptog
ram  

( )2 1Sl q q x m= + + − 
 

( )12 1Sl = q + q+ x+ x m−   

relative 
transmi
ssion 
speed 

( )( ) / 2 1=  − + + −R x q q x
 ( )1 1/ 2 1R=(α x+ x ) q +q+ x+ x− −

 

 
The proposed McEliece MCCS can reduce the 

power of the alphabet, which al-lows them to be 
implemented in practice, while ensuring the 
required level of crypto-graphic strength due to 
the introduction of additional initialization 
vectors: IV1 – defines shortening characters from 
a code word (cryptograms), IV2 – defines 
elongation characters (plain text) of a codeword 
(cryptogram), see also Fig. 3. Let us con-sider the 
results of a study of the basic properties of the 
proposed crypto-code systems. 

3. Evaluation of Energy Costs for 
Program Implementation and the 
Complexity of the Proposed 
McEliece MACCS Code 
Transformation  

To estimate time and speed parameters it is 
common to use the unit of measurement CPB 
(cycles per byte) – the number of processor 
cycles, which should be spent to process 1 byte of 
incoming information.  

 
Table 4.  
Research results according to the length of the 
code sequence in McEliece ACCS on modified 
elliptic codes in dependency of CPU cycles 
number.  

 
Notes:* duration of 1000 operations in 

processor cycles: reading a character – 27 cycles, 
com-paring strings – 54 cycles, string 
concatenation - 297 cycles.  

** for the calculation, a processor with a clock 
frequency of 2 GHz was used, taking into account 
the load by the operating system, is taken 5% 

 
Algorithm complexity is calculated from 

expression [4]: 
Per = UtlCPU_clock/Rate, 

where Utl – utilization of the CPU core (%) and 
Rate – algorithm bandwidth (bytes/sec). 

In Table 4 there are shown dependency 
research results of code length sequence of 
algebrogeometric code in McEliece TCS from the 
number of processor cycles due to executing 
elementary operations in the program realization 
of crypto-code systems. 
Table 5 
Investigation Results for Evaluating Time and 
Speed Parameters of Procedures of Forming and 
Decoding Information 

Crypto-
code 
system
s 

Code 
sequ
ence 
lengt
h 

Algorithm 
bandwidth, 
Rate 
(Byte / sec) 

CPU 
utiliz
atio
n 
(%) 

Algorith
m 
complex
ity, Per 
(CBP) 

McEliec
e ACCS 

100 46 125 790 56 61,5 

1000 120 639 896 56 62,0 

100 51 694 662 56 61,7 

Property Shortened MEC Extended MEC 

(n, k, d) code 
parameters 
constructed by 
displaying the 
view φ:X→Pk-1 

2 1= + + −n q q x , 
k ≥ α – x, d ≥ n – 
α, α=3×degF,  
k + d ≥n 

12 1n= q + q+ x+ x−
, 

k ≥ α – x + x1, 
d ≥ n – α, 
α = 3 × degF 

(n, k, d) code 
parameters 
constructed by 
displaying the 
view φ:X→Pr-1 

2 1= + + −n q q x
,  

k ≥ n – α, d ≥ α,  
α = 3×degF, k + d 
≥ n  

12 1n= q + q+ x+ x−
, 

k ≥ n – α, d ≥ α, 
α = 3 × degF 
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McEliec
e at 
shorten
ed MEC 

1000 126 399 560 56 62,2 

McEliec
e at 
shorten
ed MEC 

100 46 125 790 56 61.5 

1000 120 639 896 56 62.0 

 
Tab. 5 shows the investigation results for 

evaluating time and speed parameters of 
procedures of forming and decoding information 
in the non-symmetric crypto-code systems based 
on McEliece ACCS and MCCS. 

Analysis of Tables 4 and 5 shows that the use 
of modified (elongated) elliptic codes allows to 
save the volume of transmitted data in McEliece a 
crypto-code sys-tem, but at the same time it 
provides the required level of cryptographic 
resistance during the implementation over the 
smaller field GF(26 – 28) through the use of en-
tropy of initialization vector. 

4. Study of the Properties of the 
McEliece ACCS on the EC and the 
Modified McEliece on MEC 

 
In order to estimate the parameters of 

asymmetric code-theoretic schemes using elliptic 
codes, let us introduce the following notation: 

• lI – length of the information sequence 
(block) arriving at the input of the crypto-code 
structure (in bits);  
• lK – the length of the public key (in bits);  
• lK+ – the length of the private key (in bits);  
• ls – the length of the code (in bits);  
• OK - the complexity of the formation of 
the code (number of group operations);  
• OSK – the difficulty of decoding the 
cryptogram (the number of group operations);  
• OK+ – the complexity of solving the 
analysis problem (the number of group 
operations).  

For the construction of graphs, conditional 
abbreviations (prefixes) were used:  

• uk – MACCS with truncated MEС;  
• ud – MACCS with elongated MEC.  

In calculating the parameters of cryptosystems, 
the Galois fields were used:  

• for McEliece TCS – GF(210); 
• for MACCS with truncated / elongated 
MEC – GF(26). 

In the next step, we perform a comparative 
analysis of the parameters of the McEliece 
asymmetric code-theoretic scheme (MACS) using 
EC, with the parameters of the modified MACCS 
McEliece on MEC. To estimate the length of the 
infor-mation sequence (in bits) arriving at the 
input of the MACCS with the algebraic (n, k, d)-
code over GF(2m) (where m − the power of the 
extended Galois field), we use the expressions: 

• lI = k × m, for AСCS on the EC; 
• lI = 1/2k × m, for MCCS on truncated 
MEC; 
• lI = k × m, for MACCS on elongated 
MEC. 
In Tab. 6 and in Figure 4 we show the 

cryptogram formation complexity from the power 
of the field, where code rate (R) stands for the 
relative speed of coding R=k/n, the encoder 
assigns to each message of k digits a longer 
message of n digits called a codeword. 

From the provided data it can be seen that the 
cryptogram formation complexity for the chosen 
power of the GF 26 on the truncated and elongated 
codes is much lower (by 5 times and more) than 
in the original realization of MACCS to the EC. 
Respectively, the speed of the formation of the 
cryptogram will significantly increase.  

• In order to estimate the length of the 
cryptogram (in bits), we use the expressions:  
• ls = n × m, for ACCS on the EC;  
• l_s=(2√q+q+1-1/2k)×m, for MCCS on 
truncated MEC;  
• l_s=(2√q+q+1-1/2k+1/2k)×m, for MCCS 
on elongated MEC. 

 
Table 4.  
Dependence of the complexity of forming a 
cryptogram in various GF(2m) 

GF(
2m) 

R 

0.5 0.75 0.5(
ud) 

0.75
(ud) 

0.5(
uk) 

0.75
(uk) 

3 31 87 242 603 817 968 

4 76 340 760 980 2140 6282 
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5 

872 224
1 

612
1 

8706 1146
1 

6 58
2 

217
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634
8 
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2 

6076
0 
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23 

617
2 
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92 
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51 
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0 

2101
70 
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37 
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16 
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265 
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22 

6050
05 
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Figure 2: Dependence of the complexity of 
forming a cryptogram in various GF(2m) 
 

In Tab. 7 and Figure 5 we show the 
dependence of the decoding complexity of the 
cryptogram on the field strength. 
Table 5.  
Dependence of the Decryption Complexity of the 
Cryptogram in Various GF(2m) 

GF
(2m

) 

R 

0.5 0.75 0.5(
ud) 

0.75
(ud) 

0.5(
uk) 

0.75(
uk) 

1 43 57 78 81 82 96 

2 67 98 456 457 457 556 

3 120 640 1024 1168 1280 5127 

4 680 2378 7672 8232 1102
8 

2367
4 

5 2092 7512 2107
3 

4208
2 

7863
4 

2778
30 

6 1239
7 

6124
6 

1038
62 

2814
72 

7605
53 

5220
573 

7 1275
23 

1364
95 

6426
48 

7520
18 

4566
721 

1976
8512 

8 1203
984 

1494
284 

3564
898 

3957
812 

1294
8312 

5269
4229 

9 
1063
7991 

1276
8954 

5467
8128 

6745
8242 

9251
6734 

1025
6487
2 

10 1756
4512
7 

1936
4892
4 

1e+0
9 

1e+0
9 

1e+0
9 

1e+0
9 

 

 
Figure. 3: Dependence of the decryption 
complexity of the cryptogram in various GF(2m) 

 
Analysis of calculation results, as in the case 

of cryptogram formation, shows a significant 
increase in the decoding rate when using truncated 
and elongated MEC. 

The length of the public key (in bits) is 
determined by the sum of the elements of the 
matrix and is given by the expressions: 

• lK = k × n × m , for ACCS on the EC:; 
• 𝑙𝑠 =

1

2𝑘
× (2√𝑞 + 𝑞 + 1 − 1/2𝑘) × 𝑚, 

for MCCS on truncated MEC;  
• 𝑙𝑠 =

1

2𝑘
× (2√𝑞 + 𝑞 + 1 −

1

2𝑘
+

1

2𝑘
) ×

𝑚,  
for MCCS on elongated MEC. 
The length of the private key (in bits) is 

determined by the sum of the elements of the 
matrices X, P, D (in bits) and is given by the 
expressions:  

• lK+ = n2× k2× m, for ACCS on the EC; 
• 𝑙𝐾𝑠 =

1

2𝑘
[log2(2√𝑞 + 𝑞 + 1)], for 

MCCS on truncated MEC;  
• 𝑙𝐾𝑠 = (

1

2𝑘
−

1

2𝑘
)[log2(2√𝑞 + 𝑞 + 1)], 

for MCCS on elongated MEC. 
In Tab. 8 and Figure 5 there are shown the 

dependency of the breaking complexity based on 
the permutation decoding on the field strength. 
 
Table 6.  
Dependence of Breaking Complexity in Various 
GF(2m) 

GF(2m) 
R 

0.5 0.75 0.5(ud) 0.75(ud) 0.5(uk) 0.75(uk) 

1 1.056 1.38 2.786 2.835 4.122 4.257 

2 2.237 3.017 4.978 5.961 6.233 6.781 

3 2.868 4.867 7.568 8.120 8.234 9.764 

4 4.843 6.613 9.87 12.1 12.647 13.32 

5 6.22 8.03 12.017 14.224 14.742 16.892 

6 7.891 12.245 14.983 17.483 18.767 19.76 

7 8.995 13.13 17.14 20.32 21.102 22.93 

150



8 10.37 15.16 19.55 23.23 24.05 26.11 

9 11.74 17.18 21.96 26.15 27.002 29.302 

10 13.19 19.23 24.37 29.06 29.95 32.484 

 

 
 
Figure 4: Dependence of breaking complexity in 
various GF(2m) 
 

The analysis of Figure 6 shows that reducing 
the field power to 26 has not led to a significant 
reduction in the complexity of breaking 
cryptograms by permutation decoding. 

The complexity of the cryptogram 
formation is estimated by the expressions: 

• for ACCS on the EC:  
when implementing systematic coding:  

OK = (r +1) × n, 
for non-systematic coding:  

OK = (k +1) × n; 
• for MCCS on truncated MEC:  
when implementing systematic coding: 
𝑂𝑘 = (𝑟 + 1) × (2√𝑞 + 𝑞 + 1 − 1/2𝑘), 

for non-systematic coding:  
𝑂𝑘 = (𝑘 + 1) × (2√𝑞 + 𝑞 + 1 − 1/2𝑘); 
• for MCCS on elongated MEC:  

when implementing systematic coding:  
𝑂𝑘 = (𝑟 + 1) × (2√𝑞 + 𝑞 + 1 −

1

2𝑘
+

1

2𝑘
), 

for non-systematic:  
𝑂𝑘 = (𝑘 + 1) × (2√𝑞 + 𝑞 + 1 −

1

2𝑘
+

1

2𝑘
). 

The complexity of decoding of a pattern 
is defined by expressions:  

• for ACCS on EC:  
OSK = 2×n2+k2+4t2 + (t2 + t – 2)2/4, 

• for MCCS on truncated MEC:  
𝑂𝑆𝐾 = 2(2√𝑞 + 𝑞 + 1 −

1

2𝑘
)2 −

1

2𝑘2
+ 4𝑡2 +

(𝑡+𝑡−2)2

4
.  

• for MCCS on elongated MEC: 

𝑂𝑆𝐾 = 2(2√𝑞 + 𝑞 + 1 −
1

2𝑘
+ 1/2𝑘) − 𝑘2

+ 4𝑡2 +
(𝑡 + 𝑡 − 2)2

4
 

The complexity of the task of the analysis 
(decoding) solution is set by expressions:  

• for ACCS on EC:  
OK+ = 𝑁𝑐𝑜𝑣 × n × r, 

where  
( ) ( )

( )( ) ( )
cov

1 ... 1
1 ... 1

t
n

t
n k

n n n tC
N

n k n k n k tC −

− − −
 =

− − − − − −
 

t=[(d–1)/2] 
The potential strength of the 

cryptosystem is defined by size ρ×t, and noise 
stability of system – (1 – ρ) × t.  
• For MCCS on truncated codes: 

𝑂𝑀𝐴𝐶𝐶𝑆 = 𝑁 × (2√𝑞 + 𝑞 + 1 −
1

2𝑘
) × 𝑟. 

• For MCCS on elongated codes:  
𝑂𝑀𝐴𝐶𝐶𝑆 = 𝑁 × (2√𝑞 + 𝑞 + 1 −

1

2𝑘
+ 1/2𝑘) ×

𝑟. 
In Tab. 9 and Figure 7 it is presented 

dependence of complexity of breaking and 
complexity of coding for various speeds of the EC 
(MEC). 
 
Table 7 
Summary diagram of breaking complexity and 
encoding complexity for different speeds of the 
EC 

lg(ls) 0.5 0.75 0.5(ud) 0.75(ud) 0.5(uk) 0.75(uk) 

1 4.75 12.1 15.6 18.23 19.12 19.82 

2 10.52 21.76 32.47 35.67 38.63 39.18 

3 18.22 33.17 43.75 51.61 56.88 58.03 

4 21.42 51.75 59.43 72.81 78.92 80.52 

5 38.77 61.09 68.26 87.32 94.91 104.56 

6 54.13 78.37 101.72 112.46 120.83 128.79 

7 82.14 83.72 156.75 164.72 182.39 189.74 

8 165.84 179.13 223.64 231.57 276.27 287.33 

9 358.33 371.09 421.97 428.63 459.81 476.52 

10 672.37 684.94 716.41 722.26 783.46 794.28 
 

 
Figure 7: Summary diagram of breaking 
complexity and encoding complexity for different 
speeds of the EC (MEC) 
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Dependences of the volume of open key data 
for various indicators of firmness are presented in 
Table 10 and Figure 8. 

The results of the research of the capacitor 
characteristic at program realization from field 
power are presented in Table 11. 
 
Table 10 
Dependencies of the volume of open key data for 
various indicators of durability 

lg(lk+) R 

0.5 0.75 0.5(ud) 0.75(ud) 0.5(uk) 0.75(uk) 

5 30 87 240 602 968 799 

20 227813
7 

435107
6 

926137 987234 103468
2 

189709
2 

35 123295
38 

140972
76 

425310
9 

523768
8 

612627
3 

683201
8 

50 225412
73 

775203
37 

430763
32 

601224
07 

860237
6 

702716
0 

 

 
Figure 8: Dependencies of the volume of open 
key data for various indicators of durability. 

 
The results of the research of the capacitor 

characteristic at program realization from field 
power are presented in Table 11. 
 
Table 11 
The dependence of the program implementation 
rate on the power of the field (the number of 
group operations). 

Cryptosyste
ms 

25 26 27 28 29 210 

ACCS 
McEliece on 
EC 

1001
8042 

1804
8068 

3284
7145 

4748
9784 

6321
5578 

8246
7897 

MACCS 
McEliece on 
truncated 
MEC 

1000
7947 

1778
7431 

2859
5014 

4407
9433 

6197
4253 

7955
4764 

MACCS 
McEliece on 
elongated 
MEC 

1115
6138 

1856
1228 

3321
0708 

4829
7112 

6517
1690 

8405
1337 

 
The results of studies of the dependence of the 

software implementation depend-ing on the field 
power and the parameters of algebra-geometric 
codes are also pre-sented, as can be seen from 
Table 11, the use of modified crypto-code 
constructions provides a 5-fold reduction in 
energy costs for the software implementation, that 
allows for their practical implementation 

5. Results of Studies of the Proposed 
Public-Key Cryptosystems Based 
on the NIST-STS 822 Package 

 
One of the main components of the evaluation 

of the stability of cryptographic algorithms is the 
estimation of its statistical security. It is believed 
that the algorithm is statistically secure if the 
sequence it generates by its properties is not 
inferior to a random sequence - such sequences 
are called “pseudorandom”. For the experi-mental 
estimation of how close the crypto-algorithms 
approximate the generators of the “random” 
sequences, statistical tests are used. The NIST 
STS benchmark pack-age for testing random or 
pseudorandom number generators is one of the 
approach-es to realizing the task of evaluating the 
statistical security of cryptographic primi-tives. 

The use of this package makes it possible to 
conclude with a high degree of probability as to 
how much sequence that is generated by the 
investigated primitive is statistically secure. A set 
of NIST STS  tests was proposed during the 
contest for a new national standard for US block 
coding in 2000 and developed by the staff of the 
National Institute of Standard and Technologies 
[22]. This set was used to study the statistical 
properties of candidates for a new block cipher. 
To date, the test methodology, which is offered by 
NIST, is the most common for developers of cryp-
tographic means of information protection. The 
test procedure for an individual binary sequence S 
is as follows: 

1. A null hypothesis H0 is advanced-the 
assumption that the given binary sequence S is 
random. 
2. From the S sequence, the test statistics 
from (S) are calculated. 
3. Using the special function and test 
statistics, a probability value P=f(c(S)), 
P[0,1]  
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4. The value of probability P is compared 
with the level of significance [0.001,0.01]. 
If P, then the H0 hypothesis is accepted. 
Otherwise, an alternative hypothesis is 
adopted. 
In accordance with the methodology, the 

decision to pass statistical testing is taken by the 
event that fulfills the following rules: 

1. The rule #1. All q tests were executed, (q 
=(1,189) )̅, and if the value of the coefficient rj 
is inside the confidence interval [0.96, 1.00]; 
2. The rule #2. All q tests were executed, (q 
= q =(1,189) ̅), and if for all tests by the 
Pearson 2 criterion the condition is met 
P(2)>0.0001. 

For carrying out experimental research about the 
properties of the developed code cryptosystems 
the program is developed to realize the offered 
means of protec-tion of the information. 

The following parameters have been selected 
during the tests: 

• length of the test sequence n = 106 bits; 
• number of tested sequences m = 100. 
Thus, the volume of the test sample was N = 
106x100 = 108 bits; 
• significance level  = 0.01; 
• number of tests q = 189. 
Authors have obtained the results of statistical 

testing and statistical portraits of the developed 
means of information protection. The final values 
and results of the best world crypto-algorithms are 
summarized in Table 12. 

As it can be seen from the presented data in 
Table 12 the proposed crypto-code systems on the 
modified codes are not inferior to the statistical 
characteristics of the randomness of the code 
sequence formation to the world standards of 
providing basic services: confidentiality, integrity 
and accessibility, while ensuring the required 
level of reliability of data transmission. 

Consequently, the practical application of the 
developed information protection means allows to 
obtain good statistical properties of the generated 
sequences and to effectively ensure the security 
and reliability of the data being processed and 
transmitted. 

 
Table 8  
Results of experimental testing 

Cryptosystems  

The number 
of tests in 
which the 
testing 
passed 
more than 
99% of the 
sequences 

The number 
of tests in 
which tests 
were over 
96% of the 
sequences 

The 
number of 
tests in 
which 
testing was 
less than 
96% of the 
sequences 

CCS McEliece 149 
(78,83%) 

189 (100%) 0 (0%) 

MCCS 
McEliece on 
shortened 
МЕС 

151 
(79,89%) 

189 (100%) 0 (0%) 

MCCS 
McEliece on 
extended МЕС 

152 
(80,42%) 

189 (100%) 0 (0%) 

Keccak (SHA-
3) 

134 (71,9%) 187 (98,9) 2 (1,05) 

ANSI X9.17(3-
DES) 

124(66%) 62(33%) 3(1%) 

BBS 132(70%) 55(29%) 2(1%) 

SHA-1 134(71%) 54(28%) 1(1%) 

Generator 
based on 
elliptic curves 

146 (77,2%) 188 (100 %) 1(1%) 

6. Analysis of Cryptographic 
Algorithms Based on the Entropy 
Approach 

The proposed express analysis makes it 
possible, without significant computational and 
energy costs, at the intuitive level, to compare not 
only the resistance of various crypto-algorithms 
(cryptosystems), but their software 
implementation. The algorithm of the entropy 
method for assessing crypto-resistance is shown 
in Figure 9. 

Table 13 gives the results of the study into the 
stability and software effectiveness of the 
implementation of block and stream ciphers of 
varying complexity. We applied DES, 3DES, 
GOST 28147-2015, Kalina-256, AES-256 as 
block ciphers. To imple-ment a stream cipher, we 
used pseudo-random sequence generators of two 
different types: based on the rule “60” of cellular 
automata in its classical form, without mod-
ifications, and the cryptographically resistant 
generator SecureRandom from Java crypto-
libraries, which is marketed as suitable for 
cryptographic applications. 
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Table 13 
Results of testing the resistance of crypto-
algorithms using an express-method 

N
o. 

Cipher 

Entrop
y of the 

input 
messag

e 

Entrop
y of the 
encrypt

ed 
messag

e 

Differe
nce 

Percenta
ge of 

entropy, 
added by 

the 
cipher 

1 Cellular 
automata, 
the rule 
“60” 

0.5023
775 

(5.0237
75) 

0.6820
179 

(6.8201
79) 

0.1796
404 

(1.7964
04) 

35.75805
05 

2 Crypto-
resistant 
generator 
SecureRan
dom from 
Java 
crypto-
libraries 

0.5023
767 

(5.0237
67) 

0.7999
982 

(7.9999
82) 

0.2976
215 

(2.9762
15) 

59.24269
58 

3 DES 0.4692
76 

0.8120
43 

0.3427
67 

73.04166
42 

4 3DES 0.4692
76 

0.8120
43 

0.3427
67 

73.04166
42 

5 GOST 
28147-89 

0.4692
76 

0.8113
48 

0.3420
72 

72.89356
37 

6 Kalina-256 0.4692
76 

0.9545
19 

0.4852
43 

103.4024
753 

7 AES-256 0.4692
76 

0.9545
4 

0.4852
64 

103.4069
503 

 
In Table 13, we calculated the entropy of the 

input and the encrypted text, differ-ence, as well 
as the percentage of entropy added to the entropy 
of plaintext by the cipher itself. An analysis of 
Table 1 allows us to assess the contribution of the 
cipher in the total entropy of the encrypted 
message. As they all were tested under identical 
conditions, it is possible to judge their relative 
performance. 

Start

Input Мi

Computation of probabilities  (Pi) of the 
emergence of each symbol in Мi

i i iH P log(P )= 

Computation of entropy М (H(М))

i i iP L / length(М )=

Computation of entropy of the original 
message with a specified length

Мi – original message, 
Рi – probability of the emergence of the i-th 
symbol in Мi, 
Li – number of the i-th symbols in Мi,
Нi – entropy of the i-th symbol, 
H(M) – entropy M 

iH(М) М= −

Computation of probabilities (    ) of the 
emergence of each symbol in С

Computation of entropy of each symbol
(     )

' ' '
i i iH P log(P )= 

Computation of entropy C (H(C))

' '
i i iP L / length(C )=

'L
'
i

i 1
H(C) H

=

=−

End

Encryption М

Computation of difference in the entropies 
of the original text and the ouput ciphertext

Computation of entropy of the encrypted 
message with a specified length

C   – encrypted message, 
      – probability of the emergence of the i-th 
symbol in C, 

      – number of the i-th symbols in C,

       – entropy of the i-th symbol in a 
ciphertext, 

H(C) – entropy C 

Computation of entropy of each symbol (Hi)

i iK
i : M C ⎯⎯→

'
iP

'
iL

'
iH

'
iP

Cypher C MH H H= −

'
iH

 
 

Figure 5. Algorithm for testing the cryptosystem 
for resistance based on the method for the 
estimation of randomness. 

 
The AES-like ciphers (SPN-system, 

substitution-permutation schemes) are worth 
mentioning. Both such ciphers, Kalina and AES, 
made the greatest contribution, larger than 103 %, 
to the entropy of the plaintext. According to the 
given results, both ciphers have the best diffusing 
effect. Approximately the same results were 
demonstrated by the symmetric block cipher 
(SBC) GOST 28147-2015: 72.89 % against 73.04 
% for DES/3DES. This probably confirms 
conclusions about the max-imally possible degree 
of dispersion as a characteristic of the 
architecture. 

To compare the results, we conducted 
experiments using stream ciphers based on two 
different generators with a pseudorandom key 
sequence. Encryption was per-formed by the rule 
of addition for modulo two. In the first case, this 
is a generator based on cellular automata (the rule 
“60”). This is not a crypto-resistant generator 
whose sequence does not pass testing for NIST 
STS 822, while the second one is positioned as the 
crypto-resistant generator SecureRandom in the 
Java crypto-library. In both cases, the obtained 
values for entropy are much smaller than those for 
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classic SBC, which does not allow us to argue 
about quality encryption with their help. Thus, the 
presented results suggest that a simple entropy 
method allows rapid assessment of the quality of 
ciphers used without referring to expert 
estimations. Such an express technique is 
available to anyone with a minimal knowledge of 
the information theory. 

Moreover, in this way, one can evaluate 
different implementations of ciphers that will 
make it possible to select the best (optimal) 
software implementation that matches the terms 
and requirements of the user. For example, in our 
computer ex-periments, we used two 
implementations of the DES algorithm. One of 
them, given in Table 13 at number 3, 
demonstrated a 73.04 % increase in entropy after 
encrypting compared to the original text, another 
algorithm − 64.4 %. It is obvious that for prac-
tical purposes it makes sense to choose the first 
implementation, since it appears that its scattering 
characteristics are better. Thus, the express-
analysis allows assessment of the quality of 
implementation of classic (and other) crypto-
algorithms in order to select an optimal crypto 
library out of many commercially available 
libraries. 

We shall consider the results obtained in terms 
of maximum cryptographic infor-mation 
protection. An indicator of such protection is the 
entropy of the encrypted binary file, given in 
Table 14. 
 
Table 14 
Estimation of maximal cryptographic protection 
of information. 

N
o. 

Cipher 

Entrop
y of 
the 
input 
messa
ge 

Entropy 
of the 
encrypted 
message 

Probabilit
y of 
cryptogra
phic 
protection
, Pc 

1 Cellular 
automata, 
the rule 
"60" 

0.4692
76 

0.637079
949 

0.6370799
49 

2 Crypto-
resistant 
generator 
SecureRan
dom from 
Java 

0.4692
76 

0.747287
753 

0.7472877
53 

crypto-
libraries 

3 DES 0.4692
76 

0.812043 0.812043 

4 3DES 0.4692
76 

0.812043 0.812043 

5 GOST 
28147-89 

0.4692
76 

0.811348 0.811348 

6 Kalina 0.4692
76 

0.954519 0.954519 

7 AES-256 0.4692
76 

0.95454 0.95454 

8 Perfect 
cipher 

 1.000 1.000 

 
It is known that the maximum possible 

cryptographic protection is provided by the so-
called "perfect cipher" by Shannon, which as a 
result of encryption produces a random number 
[23,24]. Such a file will have maximum entropy, 
which in the bina-ry case is equal to unity. We 
assume that encryption using a given cipher will 
ensure maximal cryptographic protection; we 
assume that it equals unity. One can say that the 
probability of protection using such a cipher is 
equal to unity. It is natural that imperfect ciphers 
do not produce such a probability of 
cryptographic protection. By using such an 
approach, one can rank all the examined ciphers 
for the probability of cryptographic protection. 
This indicator can be employed for various 
procedures for the assessment of the security of 
integrated protection systems of different 
corporate networks, which testifies to its 
universality. 

In Figure 10 there are shown the results of 
studies of the average entropy of crypto-grams of 
different BSS of meaningful plaintext with a 
length of M = 108 bits, with an interval of N = 5 
× 106 bits. 
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Figure 6. The results of studies of the average 
entropy of cryptographic blocks 

 
Analysis of Figure 10 practically confirms the 

possibility of using the express method for the 
selection of software security mechanisms based 
on cryptoalgorithms. 

 

7. Conclusions 

As a result of the conducted research, it can be 
concluded that 

1. Evaluation by NIST specialists of the 
computing capabilities of quantum com-puters 
requires a review of the use of traditional 
encryption algorithms to provide basic security 
services based on symmetric and asymmetric 
cryptography. The growth and synergy of modern 
threats put forward new requirements for systems 
for protecting confidential information. At the 
same time, the use of crypto-code constructions 
allows us to provide not only the required level of 
cryptographic stability, but also the reliability of 
the transmitted information. However, their use in 
communication devices is associated with 
significant energy and computation-al costs, 
which does not allow their practical use. Besides, 
the proposed Sidelnikov attack does not allow the 
use of many well-known codes; to counter it, it is 
pro-posed to use algebraic geometries based on 
the parameters of elliptic curves. 

2. The overall structure of asymmetric 
crypto-code systems based on the McEliece TCS 
enabling integrated (with a single device) 
provision of the required indicators of reliability, 
efficiency and data security was analyzed. A 
major shortcoming of ACCS based on the 
McEliece TCS is a big volume of key data, that 
constricts their use in different communication 
system areas (today cryptographic strength on the 
level of the provable strength model is provided 
while building ACCS in the Galois field 
GF(213)). The use of modified (shortened) elliptic 
(algebraic) codes helps to reduce the volume of 
key data while maintaining the requirements for 
cryptographic strength of ACCS. Estimation of 
the data conversion performance is comparable to 
the speed of direct and inverse cryptographic 
conversion of modern BSC, this ensures the 
cryptographic strength at the level of asymmetric 
cryptosystems (cryptographic strength is based on 
the theoretical complexity problem – random 
code decoding). 

3. The use of modified crypto-code 
constructions in modified (shortened, elongated) 
elliptic codes allows to reduce the level of the 
alphabet with the required level of cryptographic 
strength. For this, additional session keys are used 
(initial initializa-tion, which specify the symbols 
of correlation and/or extension), as well as valid 
codewords on the receiving side. The alphabetical 
index of the cryptosystem without reducing the 
cryptographic strength of the system as a whole 
ensures their practical application and use in the 
protocols of Internet resources and infor-mation 
and communication systems in the conditions of 
post-quantum cryptog-raphy. 
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Abstract  
The application of aviation as the main mobile firepower in achieving the objectives of military 
operations today is obvious and necessary. In solving a number of important tasks for aviation 
in practice, it is necessary to be able to assess the effectiveness of the aviation group. The 
effectiveness of aviation application depends on a number of factors, most of which are 
unmanageable. Therefore, the authors chose the level of flight crew readiness in the study as 
the main factor that can be influenced by taking into account the indicators of crew readiness 
and their subsequent appointment on missions with different levels of complexity.  
In the article, the authors analyzed the indicators that affect the readiness of the flight crew, 
which make up the specifics of a particular task. Qualitative indicators of the level of readiness 
and their compliance with the complexity of the relevant missions are determined. Quantitative 
values of qualitative indicators of the level of crew readiness were also obtained. 
The article proposes a method of determining the readiness level of the flight crew, taking into 
account: the total flight hours, the flight hours for 12 months, the flight hours of personal 
improvement, breaks in flights and the age of a pilot.  
The methodology considered in the article could increase the efficiency of fighter aviation 
application by reducing the time for the commander in the decision-making process and the 
exclusion of the subjective approach in the decision-making process.  
An algorithm for methodology for determining the level of crew readiness has been developed. 
The algorithm of this technique is implemented by the software package MATLAB: Simulink 
and Fuzzy Logic Designer. 
 
Keywords1 
readiness level, fighter aviation, flight crew, mission, fuzzy logic, aviation application 
 
  

1. Introduction 

Taking into account the influence of the flight 
crew readiness degree on the success of the flight 
task (combat missions) is carried out by entering 
the appropriate coefficient 𝐶𝑝𝑟𝑒𝑝. In the works [1, 
2, 3, 4] for the flight crew of tactical aviation the 
level of preparation considers only the level of 
class qualification. And according to [5] the level 
of class qualification takes into account only the 
total flight hours and exercises that have been 
completed in the relevant training course. That is, 
in works [1, 2, 3, 4], it is said that the pilot of the 
first class, or the pilot-sniper when performing 
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combat missions uses all combat capabilities 
inherent in the combat aircraft without exception. 
Therefore, the coefficient of flight crew readiness 
of these class qualification levels is proposed to 
be equal to one (𝐶𝑝𝑟𝑒𝑝 = 1) [6]. For a flight crew 
with a level of qualification lower than the first 
class, the values of this coefficient are assigned 
depending on the passage of the relevant training 
course and the total flight hours acquired by them 
(𝐶𝑝𝑟𝑒𝑝 < 1). This does not take into account 
weighty indicators that effect on the readiness 
level of crews to perform specific combat 
missions [7]. The readiness level does not have 
clear boundaries. In conditions when there are no 
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clear boundaries of readiness level, the raised 
problem can be solved quite successfully with the 
use of fuzzy logic which is successfully 
implemented in MATLAB software which 
authors use for building a fuzzy logic system. 
Fuzzy set theory is one of the mathematical 
theories designed to formalize indefinite 
information for solving analytical problems.  
Therefore, the purpose of this work is to 
determine the scientific and methodological 
apparatus using fuzzy logic approaches to 
determine the readiness level of the flight crew 
with taking into account weighty indicators. 

2. Algorithm of determining the 
readiness level of the flight crew 

At the stage of decision-making for flights and 
combat missions, the aviation commander 
assesses the situation, hears and analyzes the 
proposals of his deputies, heads of services, 
commanders of aviation units, commanders of 
support units, etc. [8]. Commander relies on his 
own experience and intuition. The decision is 
made in conditions of some uncertainty. 

Obviously, the higher the readiness level of the 
flight crew to perform the task, the higher 
probability of its successful completion. In times 
of shortage, the commander must be able to 
clearly identify the crew to perform a specific 
combat mission. 

To determine the effectiveness of the fighter 
aviation application it is necessary to investigate 
all the factors that affect the readiness level of the 
flight crew and identify the main ones. But these 
factors have no clear boundaries. In conditions 
when there are no clear boundaries, the problem 
can be solved quite successfully using fuzzy logic. 
The fuzzy logic theory is one of the most suitable 
mathematical theories designed to formalize 
indefinite information for solving these kinds of 
issues. 

To perform calculations by the fuzzy logic 
apparatus, it is necessary to create an algorithm of 
determining the readiness level, which will allow 
assigning flight crews on different types of 
missions based on the results of determining their 
readiness level. This algorithm is shown in Figure 
1. 

 
 

 
Figure 1: Algorithm of determining the readiness 
level of the flight crew 

2.1. Description of the algorithm 
steps 

Step 1. Selection of indicators to determine the 
readiness and formation of input data. That is, to 
decide the flight crew appointment to perform the 
particular mission will be used to quantify the 
readiness of the crew. The group of experts 
determines by voting the five indicators that have 
the greatest impact on the level of readiness of the 
flight crew. 

Step 2. Formalization of the assessment of 
input readiness indicators as a tuple is carried out, 
<Ɛj, T, K, G> where Ɛj – name, T – terms, K – 
boundaries, G={μƐ(X)|X} – membership 
functions [7]. Definition of terms for linguistic 
variables that characterize the level of readiness 
of the flight crew and the linguistic variable “level 
of readiness”. 

Step 3. Construction of membership functions 
of linguistic variables. At this step, the limits of 
the terms selected to determine the level of 
readiness and for the linguistic variable "level of 
readiness" are also set. The construction of 
membership functions is carried out based on 
regulatory requirements and expert assessments. 

Step 4. Determining the relationship between 
input and output data in the form of linguistic 
rules "if - then". 

Step 5. Building a fuzzy logic system for each 
subsystem using the graphical toolkit Fuzzy Logic 
Designer, from the MATLAB software package. 
In this application there is a choice of either 
Sugeno or Mamdani system [9]. The functions of 
membership should be determined through 

Start

Input

Determining the indicators that affect the readiness level and 
determining the value of the weight factor of these indicators

Formalization of defined indicators (linguistic variables)
  <Ɛj, T, K, G>

Construction membership functions of linguistic variables
G = {μƐ(X)|X} 

Creating a database of rules for linguistic variables that form the 
linguistic variable "level of readiness" (if-then)

Construction of a fuzzy logic system

Checking the results for resonable

Are results 
reasonable?

Adjusting database of rules

End

Flight crew 
database

Assigning flight crews by missions 

No

Yes

1.

2.

3.

4.

5.

7.

Calculation the readiness  level of the flight crew6.
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statistics and consultation with aviation experts. 
In this research, the authors use the Mamdani 
fuzzy inference algorithm. This is the most 
common inference in fuzzy systems. It uses a 
minimax composition of fuzzy sets. The centroid 
of area method of Defuzzification was used. 

Step 6. The initial readiness level of the flight 
crew is calculated and its values are checked for 
reasonable. The operation of each fuzzy logic 
block is checked so that it gives the expected 
initial values and, therefore, confirms that the 
developed method of analysis is acceptable. 

After that, need to run several launches with 
different input values, and compare the results 
with each other. The aim is to determine whether 
the results are reasonable for the model to give 
realistic and consistent results. After confirming 
this, the result should be checked for acceptable 
limits set for the type of operation. If necessary, 
appropriate adjustments are made. 

The assessment of the initial level of readiness 
is being formalized. Also, values are determined, 
as well as the choice of the required fuzzy 
inference algorithm. 

Step 7. The obtained values of the readiness 
level are compared with quantitative indicators 
that correspond to the values of the linguistic 
variable "level of readiness" and then appoint 
flight crew on a mission with an applicable level 
of complexity. 

Next, consider an example of calculating the 
readiness level of flight crews for fighter aviation. 

 

3. Calculation of the readiness level 
of flight crews for fighter aviation 

Since quantitative values of variables are 
required to formalize t-he decision-making 
algorithm, use fuzzy logic methods to assess the 
qualitative indicator of the level of readiness [10], 
namely, place on the scale of the value of the 
linguistic variable “the level of readiness”: 

1. dangerously low (corresponds to value 1 
– the pilot needs additional training) 
2. low (corresponds to the value 2 – the pilot 
is able to perform disruption (violation) of 
enemy air freight cargo missions) 
3. medium (corresponds to a value 3 – the 
pilot is able to perform missions of defeating 
enemy airborne troops in the air) 
4. sufficient (corresponds to the value 4 – 
the pilot is able to perform the missions of 

destroying the air threat means of the enemy 
over own territory) 
5. high (corresponds to value 5 – the pilot is 
able to perform the missions of destroying the 
air threat means of the enemy over hostile 
territory) 
Since the readiness level is considered as the 

probability of implementation of the mission, the 
quantitative assessment of the readiness level 
should be in the range from 0 to 1. Divide the 
selected interval into 10 segments. The degree of 
belonging of a value is defined as the ratio of the 
number of responses in which the value of a 
linguistic variable occurs in a certain interval, to 
the maximum value of this number at all intervals. 
Authors conducted a survey of 40 aviation experts 
on prominent questionnaires. The results of 
calculations performed on the survey analysis are 
given in Table 1Ошибка! Источник ссылки 
не найден..  

 
Table 1 
The results of the experts’ survey 

va
lu

e 

Interval, unit 

0
-0

.1
 

0
.1

-0
.2

 

0
.2

-0
.3

 

0
.3

-0
.4

 

0
.4

-0
.5

 

0
.5

-0
.6

 

0
.6

-0
.7

 

0
.7

-0
.8

 

0
.8

-0
.9

 

0
.9

-1
 

1 24 12 4 0 0 0 0 0 0 0 
2 0 6 21 11 2 0 0 0 0 0 
3 0 0 0 3 7 21 9 0 0 0 
4 0 0 0 0 0 0 11 18 11 0 
5 0 0 0 0 0 0 0 3 13 24 
kj 24 18 25 14 9 21 20 21 24 24 

 
To process the data, we use a hint matrix, 

which is a string with elements defined by the 
equation 

𝑘𝑗 = ∑ 𝑏𝑖𝑗

5

𝑖=1

, 𝑗 = 1.10̅̅ ̅̅ ̅̅  (1) 

The hint matrix in this case has the form: 
𝑀 = ‖24 18 25 14 9 21 20 21 24 24‖ 

Choose the maximum element from the hint 
matrix: 

𝑘𝑚𝑎𝑥 = max
𝑗

𝑘𝑗 = 

= 𝑚𝑎𝑥{24; 18; 25; 14; 9; 21; 20; 21; 24; 24} = 25 
and convert the elements of table 1 according to 
the equation 

𝑐𝑖𝑗 =
𝑏𝑗𝑖𝑘𝑚𝑎𝑥

𝑘𝑗
, 𝑖 = 1. 5̅̅ ̅̅̅, 𝑗 = 1.10̅̅ ̅̅ ̅̅  (2) 

The results of the calculations are put in Table 
2, on the basis of which the membership functions 
are built. 
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Table 2 
Processing of survey results 

va
lu

e 

Interval, unit 

0
-0

.1
 

0
.1

-0
.2

 

0
.2

-0
.3

 

0
.3

-0
.4

 

0
.4

-0
.5

 

0
.5

-0
.6

 

0
.6

-0
.7

 

0
.7

-0
.8

 

0
.8

-0
.9

 

0
.9

-1
 

1 25.0 16.7 4.0 0 0 0 0 0 0 0 

2 0 8.3 21.0 19.6 5.6 0 0 0 0 0 

3 0 0 0 5.4 19.4 25.0 11.3 0 0 0 

4 0 0 0 0 0 0 13.8 21.4 11.5 0 

5 0 0 0 0 0 0 0 3.6 13.5 25.0 

 
To do this, find the lines of the maximum 

elements by the equation 
𝑐1𝑚𝑎𝑥 =

= max
𝑗

𝑐𝑖𝑗 , 𝑖 = 1.2, … , 𝑚, 𝑗 = 1.2, … , 𝑛 (3) 

and receive next result: 
𝑐1𝑚𝑎𝑥 = 25.0; 𝑐2𝑚𝑎𝑥 = 21.0; 𝑐3𝑚𝑎𝑥 = 25.0; 

𝑐4𝑚𝑎𝑥 = 21.4; 𝑐5𝑚𝑎𝑥 = 25.0 
The value of the membership function is found 

by the equation 
𝜇 =

𝑐𝑖𝑗

𝑐𝑖𝑚𝑎𝑥
 (4) 

The results of the calculations are given in 
Table 3. 

 
Table 3 
The value of the membership function 

μi 

Interval, unit 

0
-0

.1
 

0
.1

-0
.2

 

0
.2

-0
.3

 

0
.3

-0
.4

 

0
.4

-0
.5

 

0
.5

-0
.6

 

0
.6

-0
.7

 

0
.7

-0
.8

 

0
.8

-0
.9

 

0
.9

-1
 

μ1 1 0.67 0.16 0 0 0 0 0 0 0 

μ2 0 0.40 1 0.94 0.26 0 0 0 0 0 

μ3 0 0 0 0.21 0.78 1 0.45 0 0 0 

μ4 0 0 0 0 0 0 0.64 1 0.53 0 

μ5 0 0 0 0 0 0 0 0.14 0.54 1 

 
Fuzzy logic theory does not oblige to choose 

the type of membership function absolutely 
clearly or precisely [11]. It can be clarified in the 
research process based on the results of solving 
the problem. The most common are triangular, 

trapezoidal and bell-shaped membership function, 
which will be used in the proposed model. 
Predetermined intervals of fuzzy sets are the basis 
for constructing the membership function of input 
linguistic variables. 

The membership functions for each value of 
the linguistic variable “level of readiness” are 
shown in Figure 2. 

 
 

 
Figure 2: The membership functions of the value 
of the linguistic variable “level of readiness” 

From the obtained diagram it is possible to 
determine quantitative indicators that correspond 
to the values of the linguistic variable “level of 
readiness”. Display these values in Table 4. 

 
Table 4 
Quantitative and Qualitative indicators of the 
level of readiness in decision-making tasks 

Mission 
Qualitative 
assessment 

Quantitative 
assessment 

Not allowed 
Dangerously 

low 
0.1 

Disruption of 
enemy air 
freight cargo 
missions 
 

Low 0.35 

Defeating 
enemy 
airborne 
troops in the 
air 
 

Medium 0.6 

Destroying the 
air threat 
means of the 
enemy over 
own territory 
 

Sufficient 0.8 
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Destroying the 
air threat 
means of the 
enemy over 
hostile 
territory 

High 1 

 
That is, to decide on the appointment of the 

crew to perform the mission, the commander will 
use the quantitative assessment of the readiness of 
the crew from Table 4. 

4. Indicators that affect the readiness 
level of the crew to perform the 
mission 

The directive documents regulating the 
procedure for training and conducting flight 
training in the state aviation of Ukraine stipulate 
that the preparation for flight crew flights is the 
process of bringing the flight crew into readiness 
for flight tasks [8]. But the readiness of the flight 
crew is an integral property and complex 
psychological formation of the military pilot's 
personality, which manifests itself as a mental 
state of his readiness for flight activity and 
provides optimal mental functioning and 
reliability of knowledge, skills, and abilities to 
control technical systems of combat aircraft in 
various flight conditions [12, 13]. Taking into 
account these definitions, the authors analyzed the 
indicators that may effect on the readiness level of 
flight crew.  

In research authors found that the readiness 
level of flight crew to perform combat action that 
constitute the specifics of each type of mission 
depends on a large number (more than 30) 
indicators. However, for the study, experts 
identified 5 main indicators that have a greater 
impact on the final result. These include the total 
flight hours, the flight hours for 12 months, the 
flight hours of personal improvement, breaks in 
flights and the age of a pilot. 

Using the same method used to determine the 
readiness level of the flight crew, the authors 
calculated these indicators. 

4.1. The total flight hours 

The total flight hours is compared to the 
experience, the larger it is the easier it is for the 
pilot to perform any task that he has encountered 

in his flying activities before. The total flight 
hours in the study is considered as a pilot's flight 
hours on all types of aircraft for all years of flight 
activity, including training in Air Force Academy 
and flight schools outside the service in the Armed 
Forces of Ukraine. The flight hours on simulators 
and the operating time on the ground during 
engine' star up and taxiing are not taken into 
account. 

To describe the membership function of the 
linguistic variable “Total flight hours” the terms 
were named T = {dangerously low; low; medium; 
sufficient; high} and their limits in flight hours 
K = [50, 700] were determined. The maximum 
value of each term was taken as 1. 

The membership function for the linguistic 
variable “The total flight hours” built in Microsoft 
Excel is shown in Figure 3. 

 
 

 
Figure 3: The membership function of the value 
of the linguistic variable “Total flight hours” 

4.2. The flight hours for 12 months 

The flight hours for 12 months in the study is 
considered to be flight hours on all types of 
aircraft on which the pilot has flown in the last 
year at the time of data input. The authors and 
experts also took into account the organizational 
and methodological recommendations of the 
Command of the Air Force on the implementation 
of annual flight hours per year. 

To describe the membership function of the 
linguistic variable “The flight hours for 12 
months” the terms were named T = {dangerously 
low; low; medium; sufficient; high} and their 
limits in flight hours K = [10, 140] were 
determined. The maximum value of each term 
was taken as 1. 

The membership function for the linguistic 
variable “The flight hours for 12 months” built in 
Microsoft Excel is shown in Figure 4. 
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Figure 4: The membership function of the value 
of the linguistic variable “The flight hours for 12 
months” 

4.3. The flight hours of personal 
improvement 

The flight hours of personal improvement is 
the percentage of flights performed by the pilot in 
the interest of advancing on the appropriate 
training course. The value of the flight hours of 
personal improvement is taken into account for 
the last year at the time of data input in percentage 
in relation to the flight hours for 12 months only 
on the main type of aircraft (combat aircraft). 

To describe the membership function of the 
linguistic variable “The flight hours of personal 
improvement” the terms were named T = 
{dangerously low; low; medium; sufficient; high} 
and their limits in percentage K = [10, 100] were 
determined. The maximum value of each term 
was taken as 1. 

The membership function for the linguistic 
variable “The flight hours of personal 
improvement” built in Microsoft Excel is shown 
in Figure 5. 

 
 

 
Figure 5: The membership function of the value 
of the linguistic variable “The flight hours of 
personal improvement” 

4.4. Breaks in flights 

In considering the linguistic variable “Breaks 
in flight”, the author and experts, in addition to the 
empirical approach, took into account the 
requirements of the Fighter Training Course and 

the Rules of State Aviation. These documents set 
requirements for breaks in flights by type of 
training and meteorological conditions. 

To describe the membership function of the 
linguistic variable “Breaks in flight” the terms 
were named T = {dangerously high; high; 
medium; acceptable; slight} and their limits in 
days K = [3, 42] were determined. The maximum 
value of each term was taken as 1. 

The membership function for the linguistic 
variable “Breaks in flight” built in Microsoft 
Excel is shown in Figure 6. 

 
 

 
Figure 6: The membership function of the value 
of the linguistic variable “Breaks in flight” 

4.5. Pilot’s age 

To perform tasks, the specifics of which are the 
speed of reaction and the body's ability to resist g-
force during combat maneuvering, an important 
indicator that affects the progress of the task of the 
flight crew is its age. The value of the linguistic 
variable “Pilot's age” is understood by authors and 
experts as the length of the period from birth to 
the time of data input. 

To describe the membership function of the 
linguistic variable “Pilot's age” the terms were 
named T = {unsuitable; admissible; suitable; 
optimal; regular} and their limits in years K = [20, 
70] were determined. The maximum value of each 
term was taken as 1. 

The membership function for the linguistic 
variable “Pilot's age” built in Microsoft Excel is 
shown in Figure 7. 
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Figure 7: The membership function of the value 
of the linguistic variable “The flight hours of 
personal improvement” 

5. Simulink model for calculating the 
level of readiness and 
appointment flight crews by 
missions 

Based on the analysis of indicators that affect 
the level of crew readiness, the obtained 
quantitative indicators of the value of the 
linguistic variable "level of readiness" and 
processing of expert data, a hierarchical structure 
of the flight readiness level tree and their 
distribution by tasks in Simulink and shown in 
Figure 8. 

 
 

 
Figure 8: Simulink model of the flight crew level 
of readiness and appointment flight crews by 
missions 

6. Construction fuzzy rules 

Fuzzy control simulation is performed using 
the Fuzzy Inference System (FIS). For each FIS 
unit Model of calculation of the level of readiness 
and distribution of crews by tasks (Figure 8.) it is 
necessary to define a system of fuzzy rules. 

Fuzzy rules “if-then” are the core of a fuzzy 
logic system because they combine all the other 
components and determine the output of the 
system. When assessing the level of readiness, 
input data are often assigned as indicators and 
results as readiness. Then fuzzy rules “if – then” 
are established for the ratio of readiness and set of 
indicators with a certain level of linguistic 
tolerance [14]. For example, the following is a 
fuzzy rule “if – then”, consisting of two inputs and 
one output: 

IF indicator 1 is low, AND indicator 2 is high, 
THEN readiness is average 

The rules are built systematically, looking at 
all possible combinations of fuzzy sets of each 
input from the smallest to the largest. The 
consequences are adjusted so that the smallest 
sum of fuzzy sets is equal to the minimum, and the 
largest sum is equal to the maximum value of 
readiness. Subtotals are interpolated between 
these two values. The number of rules is the 
product of the number of fuzzy sets of each input. 
For example, for FIS “flight crew level of 
readiness” the number of logic inputs - 5, the 
number of terms of the output function - 5, the 
number of rules is 55 = 125. 

7. Crew readiness assessment results 

The calculation of clear readiness values is 
carried out in the Simulink environment. The 
calculation model is presented in Figure 8. The 
input data are data of the total flight hours, the 
flight hours for 12 months, the flight hours of 
personal improvement, breaks in flights and the 
age of a pilot. At the output we get a numerical 
value of the readiness level from 0 to 1. An 
example of the obtained values is shown in Figure 
9. 

 
 

 
Figure 9: The calculation of clear readiness values 
in the Simulink environment 

 
After receiving the numerical values of the 

crew readiness level, the obtained values are 
compared with the quantitative indicators of the 
“flight crew level of readiness”. Depending on the 
complexity of the task, this figure varies. In case 
of discrepancy between the level of complexity of 
the task and the level of readiness of the crew, 
appropriate changes are made to the input data, 
the crew or task is replaced. If the level of 
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readiness and complexity of the task corresponds, 
the crew is assigning to a mission. 

8. Conclusions 

Thus, the authors analyzed the indicators that 
affect the readiness of the flight crews, which 
constitute the specifics of each particular task. 
Qualitative indicators of the level of readiness and 
their compliance with the complexity of the 
relevant missions are determined. Quantitative 
values of qualitative indicators of the readiness 
level of flight crew were also obtained. 

The algorithm of determining the readiness 
level of the flight crew has been developed. The 
algorithm is implemented by the software 
package MATLAB: Simulink and Fuzzy Logic 
Designer.  

The proposed methodology will allow to 
quantify the readiness level of the flight crew, to 
take timely measures to organize effective 
training of crews for possible tasks. By reducing 
the time in decision-making process in assigning 
flight crews on missions, taking into account the 
level of readiness of crews, and exclusion of a 
subjective approach in solving this task, the 
methodology could increase the efficiency of 
fighter aviation. 
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Abstract  
The aim of the work is to analyze the problems and develop recommendations for quality as-
surance of software and testing during its creation in IT companies based on a systems 
approach. The object of research is the processes of testing, quality control and quality 
assurance. The subject of the study is the functions of quality assurance (QA) and testing (QC) 
within the system of development and the characteristics and models of quality assessment and 
software dependability. The research processes used a systematic approach, comparative 
analysis of quality assessment methods and approaches to the organization of testing, quality 
control and quality assurance of software products. The essence and main differences of the 
concepts "testing", "quality control" and "quality assurance" were determined. To assess the 
quality of the software, various aspects of quality in accordance with international standards, 
the relationship between them and a multi-level model of software quality were considered. To 
ensure the quality of the software product, it was proposed to use methods of integrated quality 
assessment, which allow to obtain the final integrated value of software quality as a whole, 
expressed in certain quantitative indicators, or its individual characteristics, and considered the 
most common methods based on costs and hierarchical models. A systematic approach to 
software quality assurance involves the creation of a QA team, which is an independent 
subsystem within the software development system while maintaining links with team 
members. To assess the differences between quality control and quality assurance, an analysis 
of responsibilities, work planning and documentation of relevant groups in IT companies was 
conducted, which made it possible to compare the functions performed and working conditions. 
Thus, the QC function confirms that a specific result meets standards and specifications, and 
QA is a broader function that covers planning and control throughout the development lifecycle. 
Testing is an integral part of quality control. In order for an IT company to provide management 
processes, QA and QC teams must work together. The scientific novelty of the work is to 
develop a methodological basis for assessing the quality of software, developing 
recommendations for improving the processes of quality assurance and testing in software 
development in an IT company.  
 
Keywords  1 
Software, testing, quality control, quality assurance, dependability, security, quality model, 
metrics, quality indicators, system approach 
 
  

1. Introduction 

The fourth industrial revolution, of course, 
poses great challenges for "traditional" software 
development. This is due to the unpredictable 
behavior of software systems, lack of centralized 
control, cybersecurity, scalability, fault tolerance, 
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reliability, development, definition of interfaces 
and communication channels and their 
management. However, most of these problems 
can also be seen as opportunities for further 
development of software development and testing 
processes [21, 24]. 
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Quality assurance or software quality 
assurance is an integral part of the development 
process and is used in the IT industry by quality 
assurance professionals as well as testers. Quality 
assurance is associated with the concept of 
dependability. Dependability is, first, a guarantee 
of increased cybersecurity, reliability and 
protection against failures. In cases where the 
failure of a software system that belongs to the 
class of "high confidence" or "high integrity 
system" can lead to extremely negative 
consequences, the overall warranty of the system, 
which includes hardware, software and man, is the 
main and priority quality requirement in relation 
to the main functionality of the system. 

Both quality assurance and software testing are 
designed to guarantee the quality of the software 
application that meets customer requirements. 
However, these two concepts have a fundamental 
difference. Testing is performed after the 
application has been created or for static testing 
after the software requirements have been defined 
and recorded in the relevant document [11]. 
Quality assurance involves activities that ensure 
the quality of the application during its creation at 
all stages, from the definition of requirements to 
the transfer of the finished application to the 
customer [17]. 

To understand the differences between these 
components of the software development process, 
it is necessary to give a clear definition of these 
concepts, to relate between their characteristics, to 
determine methods for assessing the quality of 
software. 

Successful solution of software quality 
assurance problems is possible only with a 
systematic approach to software development 
processes, active involvement of quality 
assurance specialists and testers, so the work will 
identify differences between the responsibilities 
of these specialists, differences in planning tests 
and documentation, as well as developed 
recommendations for improving software 
development processes in terms of quality 
assurance. 

The main purpose of the article is to analyze 
the problems and develop recommendations for 
quality assurance of software and testing during 
its creation in IT companies based on the 
principles of a systems approach. 

2. Review of literature sources 

To clarify the differences between the 
concepts of testing and software quality 
assurance, consider the related concepts of 
"testing", "quality control" and "quality 
assurance", which are widely covered both in the 
domestic literature and in foreign sources. [6-9, 
11, 17]. 

Software testing according to ISO / IEC TR 
19759: 2005 is a process of research, software 
testing, which aims to verify the correspondence 
between the actual behavior of the program and its 
expected behavior on the final set of tests selected 
by a particular. 

Quality Control (QC) according to ISO 9000 is 
a part of quality management focused on 
compliance with the requirements for assessing 
the number of defects, bugs (if any) in the 
application. Quality control role is a set of 
processes (actions) aimed at assessing the 
developed application (draft document, 
development system, etc.) and compliance with 
customer requirements. Execution of these 
processes guarantees check of quality of the 
delivered application and defines, how well it is 
designed and executed. The purpose of quality 
control is to find defects and ensure their 
correction. Thus, testing is an integral part of 
quality control (fig. 1). 

Quality Assurance (QA) is defined in 
ISO 9000 as a part of quality management that 
focuses on ensuring that defect elimination 
requirements are met. The purpose of quality 
assurance is to ensure that the application will 
meet customer requirements. Quality assurance 
consists of processes aimed at ensuring the quality 
of application development at each stage of the 
life cycle. These actions usually precede 
application development and continue while the 
process is under development. Quality assurance 
is responsible for the development and 
implementation of processes and standards to 
improve the development life cycle, and to ensure 
that these processes are performed [1, 2]. The 
main purpose of quality assurance is to prevent 
defects at all stages of software development and 
its continuous improvement. While quality 
assurance is an activity aimed at ensuring the 
development of quality software, quality control 
is an activity that captures and evaluates the 
quality of an already created application. So 
testing is a subsystem of quality control, and 
quality control is a subsystem of quality assurance 
system. 
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Figure 1: The relationship between the concepts 
of "testing" and "quality control" 

 
The relationship between quality assurance, 

quality control and testing shows in fig. 2. Quality 
assurance activities include setting standards and 
processes, quality control, and selecting 
appropriate tools. 

 

 
 

Figure 2: The relationship between QA, QC and 
Testing 

 
The quality of software is defined in ISO 9126 

as the whole set of its characteristics related to the 
ability to meet the stated or implied needs of all 
stakeholders. 

There are the following aspects of software 
quality [6]: 

1. The quality of technological processes of 
software development, which affects the creation 
of quality software; 

2. The internal quality of the software 
associated with its characteristics, without taking 
into account the behavior of the software 
application; 

3. External quality that characterizes the 
software in terms of its behavior; 

4. The quality of the software when used in 
different contexts, that is the quality of the 
software application, which is manifested in its 
use by users in different specific scenarios. 

Metrics have been created for all these aspects 
of quality that allow them to be evaluated 

In fig. 3 shows the relationship of different 
aspects of software quality. 

In addition, the standard describes a multi-
level software quality model that can be used to 
describe both internal and external software 
quality (fig. 4). At the top level of the model there 
are 6 main characteristics of software quality, 
each of which has its own attributes: 

functionality: ability to interact, functional 
suitability, compliance with standards and rules, 
security, accuracy; 

reliability: completeness, ability to recover, 
compliance with standards, resistance to failure; 

usability: intelligibility, ease of learning, ease 
of operation, attractiveness, compliance with 
standards; 

productivity: time efficiency, resource 
efficiency, compliance with standards; 

ease of maintenance: analysis, ease of making 
changes, stability, ease of verification, 
compliance with standards; 

transfer: adaptability, ease of installation, 
ability to coexist, ease of replacement, 
compliance with standards.  
 

 
Figure 3: Communication of different aspects of software quality according to ISO 9126 

 

Quality  
Control

Testing

Quality 
Assurance

Quality  
Control

Testing

168



 
Figure 4: Multi-level software quality model according to ISO 9126 
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A set of metrics is defined for each attribute 
that allow it to be evaluated. Metrics must have 
the following properties: 

1) reliability; which is associated with an 
accidental error; the metric is free from random 
error, if random changes do not affect the results 
of the metric; 

2) recurrence; the re-use of metrics for the 
same application and by the same evaluators when 
using the same evaluation specification (including 
the environment), the same type of users and 
environment, should lead to the same results with 
appropriate tolerances; appropriate tolerances 
should take into account such components as 
fatigue and the result of accumulated knowledge; 

3) uniformity; the application of metrics for the 
same application by different assessment 
professionals using the same assessment 
specification (including the environment), the 
same type of users and environment, should lead 
to the same results with appropriate tolerances; 

4) possibility of application; the metric must 
clearly indicate the conditions (for example, the 
presence of certain attributes) that limit its use; 

5) showiness; it is the ability of a metric to 
identify parts or elements of a program that need 
to be improved, based on a comparison of 
measured and expected results; 

6) correctness; the metric must have the 
following properties: 

objectivity; the results of the metric and its 
input should be based on facts and not be subject 
to the feelings or opinions of experts in 
assessment or testing (excluding metrics of 
satisfaction or attractiveness, which measure the 
feelings and opinions of the user); 

impartiality; the measurement should not be 
aimed at obtaining any specific result; 

adequacy of accuracy; accuracy is determined 
when designing metrics and especially when 
choosing descriptions of facts that are used as a 
basis for metrics; the metric developer must 
describe the accuracy and sensitivity of the 
metric; 

7) significance; the measurement must give 
significant results concerning the behavior of the 
program or the quality characteristics.  

Metrics must also be cost-effective. This 
means that more expensive metrics should 
provide better evaluation results [1, 2]. 

The developer of the metric must prove its 
validity. The metric must meet at least one of the 
following criteria for the validity of the metric: 

1) correlation; the change in the values of 
quality parameters (promptly determined by 

measuring the basic metrics), due to a change in 
the values of the metric, should be determined by 
a linear relationship; 

2) tracing; if the metric M is directly related to 
the value of the quality characteristic Q, then the 
change in value 𝑄(𝑇1), available at the time 𝑇1, to 
the value of 𝑄(𝑇2), obtained at time 𝑇2, must be 
accompanied by a change in the value of the 
metric from 𝑀(𝑇1) to 𝑀(𝑇12) in the same 
direction (for example, if 𝑄 increases, then 𝑀 also 
increases); 

3) consistency; if the values of quality 
characteristics (promptly obtained by measuring 
the main metrics) 𝑄1,  𝑄2, . . . , 𝑄𝑛, associated with 
applications or processes 1,2 ..., n, are determined 
by the ratio 𝑄1>  𝑄2> . . . >  𝑄n, associated with 
applications or processes 1,2 ..., n, are determined 
by the ratio 𝑀1 >  𝑀2 > . . . >  М𝑛; 

4) predictability; if the metric is used at time 
𝑇1 to predict the value (promptly obtained by 
measuring the main metrics) of the quality 
characteristics Q at time 𝑇2, the prediction error 
must fall within the allowable range of prediction 
errors: 

(𝑄𝑝 (𝑇2) – 𝑄𝑓  (𝑇2)) / 𝑄𝑓  (𝑇2), (1) 

 
where  𝑄𝑝 (𝑇2)  – the forecast value of the quality 

characteristics at the time 𝑇2, 
 𝑄𝑓  (𝑇2) – the actual value of the quality 

characteristic at the time 𝑇2;; 
5) selectivity; the metric must be able to 

distinguish between high and low quality 
software. 

Improving the quality of software 
development and testing allows you to create a 
software application that meets customer 
requirements [10, 12-15]. Attention should be 
paid to the thorough improvement of all software 
development processes, both directly related to 
the development of perfect software code and all 
processes that affect its quality: definition and 
management of requirements, creation of test 
scenarios and testing as early as possible (starting 
with requirements testing), organization of 
teamwork, division of responsibilities between 
participants in the process, etc. 

Recently, considerable attention in the field of 
software quality assurance is paid to warranty. 
Dependability of software includes such 
characteristics as fault tolerance, safety of use 
(safety in the context of acceptable risk to human 
health, business, property, etc.), information 
security or security - protection of information 
from unauthorized transactions, including access 
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to reading, as well as guaranteeing the availability 
of information to authorized users, in the amount 
of their rights), as well as convenience and ease of 
use (usability) [27]. Reliability is also a criterion 
that can be defined in terms of warranty. 

Special attention is paid to creating a perfect 
code despite the current trends in the field of 
information technology and in particular testing, 
[3-5, 16]. 

Analysis of modern strategies, approaches and 
methods of testing, identification of their 
advantages and disadvantages paid attention in 
[22, 25]. 

Ways to solve the problem of improving the 
quality of software development and testing can 
be the introduction of appropriate methods in IT 
companies to assess the quality of software, which 
will contribute to its warranty.  

3. A systematic approach to 
improving quality assurance and 
testing processes in software 
development 

The need for software quality assurance 
increases with the size of the organization and the 
level of its quality policy. Quality assurance is a 
complex multifaceted process. Therefore, the 
system approach provides its required level in full. 
This approach considers quality assurance as a 
separate subsystem, which is part of the 
development system, has certain connections with 
it, as well as certain independence as a system. 
The IT Company creates a QA group (quality 
assurance group). It is important that the QA 
function remains independent of project 
management and operations. But the links 
between the QA team and the project team are 
very important and should provide them with 
strong support. 

Some organizations have a QA feature built 
into the project management office. Such a model 
also meets the criteria of independence. However, 
with such an organization, you need to make sure 
that the QA group consists of qualified quality 
assurance analysts. 

Given the differences between the concepts of 
software testing, quality control and quality 
assurance, there are also differences between the 
responsibilities of the QA group and testers. 

The responsibilities of testers include: 
testing planning, 

writing test scripts and test cases, checking 
tests, 

performing tests, 
analysis of test results, 
creation and analysis of reporting on test 

results for different levels of tests. 
As part of their quality control role, testers may 

make demands on: 
checking samples of project documents, 
activities for managing software 

configurations, design, code, etc. 
At the same time, the QA group performs the 

functions: 
formation of organizational policy on quality, 

standards and development processes; 
providing assistance with quality assurance 

training and project quality assurance plans; 
checking compliance between project 

processes and quality plans; 
conducting regular inspections of design 

applications and processes; 
regular presentation of the results of quality 

assessment analysis to management; 
resolving a situation with a deviation from 

guidelines or standards. 
As part of its quality assurance role, the QA 

group monitors: 
independent reviews; 
availability of project change management 

procedures; 
availability of project configuration 

management procedures; 
availability of retrospective planning and 

implementation of development life cycle 
processes; 

quality assurance based on the development of 
the life cycle system; 

carrying out continuous improvement in the 
process of quality control and implementation of 
recommendations based on previous experience. 

Performing the duties of the QA group does 
not mean their development by the team, but only 
ensuring their implementation. 

When planning tests, testers prepare test 
strategies and plans based on basic test 
documents, such as software application 
requirements and design solutions. These test 
planning documents are the basis for the 
implementation of processes at various planned 
test levels. For each level of testing, tests, sets of 
input data and expected results, detailed test 
schedules, environmental requirements, 
documents for defect management, test 
management and reporting are compiled. In 
contrast, software application quality assurance 
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documentation or quality plans include a broader 
set of actions throughout all stages of 
development. This affects the project 
management methodology. 

A typical draft quality plan includes customer 
expectations, acceptance criteria, planned quality 
control and process audits, configuration 
management plans, and change management 
procedures. Quality plans are based on the 
organization's own policies, standards, or 
guidelines that form the basis of quality assurance. 
The project quality assurance plan is monitored 
continuously and the planned quality indicators 
are updated on its basis during the project 
creation. There are different intersections between 
risk management and quality, and therefore the 
risk register can make a significant contribution to 
the preparation of quality plans. 

Recommendations for improving quality 
assurance processes: 

independence. To be successful the QA group 
must be dependent on the project team. This 
provides the QA group with the opportunity to 
conduct an objective evaluation of projects. 
Testers and QA specialists can be in the same 
group in small organizations. However, there is a 
possibility of creating a conflict of interest in 
monitoring the testing activities. The solution 
depends on the policy of the organization in the 
field of quality and is as follows. A separate group 
can be created for reporting; 

relationships within the project team. Quality 
assurance analysts may be overly process-
oriented and may insist on processes or 
documentation that are of little relevance to the 
project. This can worsen relationships with 
project managers. It will be much easier for the 
QA group to work with project teams if they work 
on the principle of taking into account the project 
objectives. In addition, the assistance and 
assistance of project teams forms the basis for 
maintaining good relations. This is an important 
aspect of successful testing; 

involvement of the necessary specialists. 
Qualitative HR policy plays a leading role in the 
successful operation of the QA Group. People 
with experience in LС development who have 
knowledge of ISO standards and CMMI 
principles for software development have the 
necessary competencies for the QA team; 

requirements list. Standard checklists are a 
useful mechanism for auditing projects, especially 
if they are designed in accordance with the LC 
phases. To ensure fruitful cooperation with 
project managers, it is important to ensure the 

participation of stakeholders in the project. This 
makes it possible to get feedback from them in 
response to suggestions for changes to the lists; 

communication and reporting. Regular 
reporting is very important to management, 
developing the right templates and metrics to 
provide management with the information it 
needs to ensure that these reports are given the 
proper attention. This is best achieved by meeting 
with relevant senior management representatives, 
providing them with reports and receiving 
feedback and comments from them. In addition, 
the QA team must continually obtain approval for 
changes to quality control processes and standards 
and ensure effective communication with 
stakeholders; 

constant improvement. Taking into account 
previous experience provides the QA team with a 
basis for evaluating processes and 
recommendations for quality assurance, including 
continuous improvement. The QA team must be 
flexible, maintain good relationships with 
stakeholders when making improvements in 
management reporting. Continuous improvement 
may also require amendments to the methodology 
of development of software systems, so QA group 
recommended to keep development methodology 
IT company. 

4. Introduction of methods of 
integrated quality assessment of 
software applications 

Methods of integrated quality assessment have 
the advantage that they allow to obtain the final 
integrated value of the quality of the software as a 
whole or its individual characteristics, expressed 
in certain quantitative indicators. Cost-based and 
hierarchical model-based methods of integral 
software quality assessment are the most 
common. 

The method of integrated software quality 
assessment, which is based on costs, belongs to 
the group of calculation methods. According to 
this method, a quantitative criterion of software 
quality 𝑇 is formulated, focused on its life cycle. 
(LC). 

The costs of software development, operation 
and maintenance include: 

𝑅 – one-time software development costs; 
𝑉 – one-time software implementation costs; 
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𝐸 – recurring costs 𝑆 for software operation for 
the period of operation time 𝑡е during the life cycle 
Т: 

𝐸 =  (Т / 𝑡𝑒)  ∗  𝑆; (2) 
 
𝐶 – repeated at random intervals maintenance 

costs, which are on average 𝑛 − 𝑡ℎ part of the 
costs 𝑅 and 𝑚 − 𝑡ℎ part of the costs 𝑉 and are 
carried out during the life cycle 𝑇 on average over 
time 𝑡𝑐: 

С =  (𝑛 ∗  𝑅 +  𝑚 ∗  𝑉)  ∗  Т / 𝑡𝑐; (3) 
В – accidental losses due to unreliability or 

lateness of the result: 
 

В =  𝑆е  ∗  Т / 𝑡е, (4) 
 

where 𝑆е – the average amount of losses incurred 
by a single operation of the software during 
its LC. 

 
Thus, the total cost 𝑍 in the software life cycle 

of the software will be determined as follows: 
 

𝑍 =  𝑅 +  𝑉 +  (𝑆 е  +  𝑆) ∗
Т

 𝑡 е
+  

+(𝑛 ∗  𝑅 +  𝑚 ∗  𝑉)  ∗  Т / 𝑡с, 
(5) 

 
As a quality criterion, it is proposed to use the 

minimization of total costs for software 
development, operation and maintenance. The 
criterion for software quality is to minimize the 
total cost Z: 

𝑍 →  𝑚𝑖𝑛. (6) 

 
The main disadvantage of this method is that 

the actual cost values included in the formula can 
be determined after the development of the 
software application, and therefore it cannot be 
used as a tool in the development process to 
achieve a given level of quality. 

The choice of the nomenclature of quality 
indicators according to the method of quality 

assessment based on a hierarchical model for a 
particular software application is based on its 
purpose and requirements for the scope depending 
on the affiliation of the software to a subclass 
determined by the software classifier: 

operating systems and means of their 
expansion; 

database management software; 
tool-technological means of programming; 
software applications for interface and 

communication management; 
software applications for the organization of 

the computational process (planning, control); 
service programs; 
software applications for computer 

maintenance; 
research applications; 
design applications; 
applications for control of technical devices 

and technological processes; 
applications for solving economic problems; 
other software applications. 
Evaluation of software quality is the choice of 

nomenclature of indicators, their evaluation and 
comparison with the basic values. A four-level 
hierarchical quality model is the basis of this 
evaluation method. It includes: 

level 1 - quality characteristics; 
level 2 - quality attributes; 
level 3 - metrics; 
level 4 - evaluation indicators (software 

attributes). 
For each of the selected quality characteristics, 

a four-level hierarchical model is developed, 
which reflects the relationship of characteristics, 
attributes, metrics and indicators. The type of this 
model depends on the phase of the LC. 

Tables are used for practical application of the 
model. These tables are created for each 
characteristic. So to assess the characteristics of 
information security, you can use the indicators 
that are in table 1. 
 

 
Table 1 
Indicators of assessment of the characteristic of information security  
 

Indicator Evaluation method Evaluation form 

Proportion of 
incidents by type, 𝑃𝑡  

Registration, 
calculated 

𝑃𝑡 =
𝐾𝑆𝑡

∑ 𝐾𝐼𝑡𝑡

, 
(7) 

𝐾𝐼t – the number of 𝑡 − 𝑡ℎ incidents 
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Proportion of 
deadlines incidents, 

𝑃𝑠 

Registration, 
calculated 

𝑃𝑠 =
𝐾𝐼𝑠

𝐾𝐼
, 

(8) 

𝐾𝐼𝑆 – the number of incidents closed 
in time 

KI  – the total number of incidents 
Probability of 
trouble-free 
operation, Р 

Registration, 
calculated 

𝑃 = 1 − 𝑞/𝑛, (9) 
𝑛 – number of tests, 

𝑞 – number of registered failures 

Quality assessment is a deterministic process 
that consists of certain stages. Its implementation 
involves the main stages: 

determining the purpose of evaluation, 
development of quality model, 
creating a model of metrics, 
search for basic metrics, 
determination of derived metrics, 
formalization of metrics, 
determination of metric limit values, 
determination of actual values of metrics, 
definition of integrated software quality 

assessment, 
software quality analysis. 
The first stage involves determining the 

purpose of evaluation: 
evaluate the quality of the finished software 

application, for example in accordance with the 
quality standard; 

evaluate the quality of the software application 
during its development. 

A certain model of integrated assessment is 
chosen depending on the goal and then 
consistently performs certain steps. 

To determine, for example, the proportion of 
incidents of a certain type, it is necessary to record 
all incidents for a certain period. Then the 
percentage of a certain incident is determined 
(table 2). To assess the quality of software for this 
indicator, the values are compared with the 
allowable value. These data are used for analysis 
(fig. 4) and subsequent integrated evaluation of 
application quality. 

 
Table 2 
Proportion of incidents "Injection of malicious 
code", 01-06/2021 

Month 01 02 03 04 05 06 

Proportion of 
incidents,% 

20 22 18 16 20 14 

 
 

 
Figure 4: Proportion of incidents "Injection of 
malicious code" 

 
To ensure quality in the process of software 

application development, both methods should be 
used: 

to perform quality assessment during 
development to quickly ensure compliance of 
processes with certain standards and compliance 
of the software application with customer 
requirements, 

to estimate the total cost of development, 
operation and maintenance of the finished 
software application with. 

5. Conclusions 

The paper compares the concepts of "testing", 
"quality control" and "quality assurance", which 
showed that testing is part of quality control, and 
quality control coincides with quality assurance in 
the field of quality control. Dependability, which 
includes fault-tolerance, safety, information 
security or security, as well as usability, should be 
provided primarily for software systems of high 
reliability, high availability within the quality 
guarantee. 

Software quality assessment should take into 
account international standards in this field, which 
define various aspects of quality, such as process 
quality, internal quality, external quality and 
quality of use. To assess quality, it is 
recommended to use a multi-level model that 
includes the following characteristics: 

functionality, 
reliability, 

0
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usability, 
productivity, 
convenience of support, 
transfer. 
From the point of view of the systems 

approach, quality assurance can be defined as a 
separate subsystem, which is a component of the 
development system, has certain connections with 
it, as well as a certain independence as a system. 
To assess the differences between quality 
assurance and quality control processes, an 
analysis of the responsibilities of the relevant 
groups of specialists, their work planning and 
documentation was carry out, which made it 
possible to compare the functions performed and 
working conditions. Thus, QC functions are 
aimed at confirming that specific results meet 
standards and specifications, and QA is a broader 
function. It covers planning and control 
throughout the development lifecycle. Testing is 
an integral part of quality control. In order for an 
IT company to have effective quality management 
processes, the QA and QC group must work 
together. 

A successful QA group can add significant 
value to an organization, namely: 

improving the quality and warranty of 
software applications; 

consistency in the delivery of software 
applications; 

improving the organization of processes; 
reduction of total delivery costs; 
use applications for application support 

documentation. 
At the same time, it should be borne in mind 

that QA specialists require additional costs: 
firstly, in the staffing schedule for software 

quality analysts,  
secondly, due to the complexity of processes. 
At the beginning of implementation it may 

adversely affect the team. 
Software quality assurance requires the 

introduction of integrated quality assessment 
methods and individual quality indicators. 
Integrated evaluation processes include:  

defining the purpose of evaluation,  
developing a quality model,  
creating a model of metrics,  
searching for basic metrics, defining derived 

metrics,  
formalizing metrics,  
defining metric limits,  
determining actual metric values,  
defining integrated software quality 

assessment,  

software quality analysis.  
To ensure quality, it is necessary to carry out 

its operational integrated assessment at all stages 
of LC and integrated assessment of costs for 
development, operation and maintenance of the 
finished software application. 
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Abstract 
The report is devoted to the topical issues of cybersecurity in modern society. It is shown that 
with the beginning of the war in eastern Ukraine, both the population and infrastructure of 
Ukraine are significantly affected by cyber attacks. The examples of ways to solve 
cybersecurity issues  in the civil society as well as in the security apparatus of Ukraine that have 
already been implemented are given. The authors also consider the prospects for the 
development of this area. 
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1. Introduction 

In the era of globalization, information 
technology and telecommunication systems 
occupy all spheres of human life and the state 
activity. The volumes of information are growing, 
technical means are changing, and, accordingly, 
the risks of information security in information 
and telecommunication systems are growing both 
in the civil society and in the security apparatus 
[7, 9]. Security depends on the use of available 
opportunities and the proper reaction to emerging 
threats in cyberspace. Essential infrastructure, 
national defense and the daily lives of citizens 
depend on computer and interconnected 
information technologies. All spheres  of life have 
become more dependent on secure cyberspace; 
new vulnerabilities are identified and the number 
of new threats grows. 

Cyberspace, along with land, air, sea, and 
space, is recognized as a new operational space, 
and cyberspace is an integral part of the hybrid 
war. Leading countries of the world such as the 
United States, Great Britain, China and others pay 
the most attention to operations in cyberspace. 

Therefore, the issue of security in cyberspace  
has always been urgent in the world. Today, the 
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consequences and effectiveness of cyber weapons 
can be equated to weapons of mass destruction. 

2. Measures to ensure cyber 
protection in the state 

Since the beginning of the confrontation with 
Russia, cyberspace has become another platform 
for military action. The experience shows that the 
population and infrastructure of any state are 
really affected by cyber attacks   Today, everyone 
is a subject of cyberspace.  The laptop, tablet, 
mobile phone  are potentially vulnerable gadgets.  
The simplest threat that anyone in the world can 
face is sending links and phishing emails with 
incomprehensible suggestions. Such emails can 
download malicious software, block your phone 
or computer, break into your system, extort 
money, use your personal information, and more. 
That is why cyber defense reform has begun in 
Ukraine [6]. 

The National Cyber Security System of 
Ukraine is a set of subjects of cyber security and 
interconnected measures of political, scientific 
and technical, informational, educational nature, 
organizational, legal, operational and 
investigative, intelligence, counterintelligence, 
defense, engineering and technical measures, as 
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well as measures of cryptographic and technical 
protection of national information resources, 
cyber protection of critical information 
infrastructure [4]. 

Our state has to to react quickly to new threats 
and search for effective cyber defense measures. 
The issue of cyber defense in the country can be 
solved only through a comprehensive approach. 
Some decisive steps have already been taken in 
this direction at the state level. Thus, during the 
All-Ukrainian Forum "Ukraine 30. Country 
Security" the Cyber Security Center was opened. 
The center is a structural subdivision of the State 
Service for Special Communications. The 
institution will be oriented as a service structure 
that will provide cybersecurity services, ranging 
from individuals to public authorities. One of the 
heads of the State Service for Special 
Communications and Information Protection of 
Ukraine, Deputy Head of the State Special 
Communications Service Oleksandr Potiy 
presented the Organizational and Technical 
Model of cyber defense during his speech at the 
scientific-practical conference "Information and 
Telecommunication Systems and Technologies 
and Cyber Security: New Challenges, New Tasks" 
[2, 8]. He explained that if we consider 
cybersecurity as a targeted activity to ensure the 
security of cyberspace, it is necessary to 
determine the structure of such activities, the 
subjects of cybersecurity, the goals of 

cybersecurity and the appropriate infrastructure 
that will support these activities [2, 8]. 
Organizational and technical model of cyber 
defense will consist of three vertically and 
horizontally integrated infrastructures (Fig.1) 

The first level is the organizational and 
managing infrastructure of cyber defense. The 
components of this infrastructure are the subjects 
of the national cybersecurity system, which are 
defined by the relevant legislation at present. 
Cybersecurity entities are grouped into the public, 
academic, private, public and regional sectors. 

The second level is the technological level or 
technological infrastructure of cyber defense, 
which consists of a set of forces and means of 
cyber defense. These are the relevant technology 
units of cybersecurity subjects in various sectors. 
At this level, the appropriate interaction of 
technological units is provided, i.e information 
exchange, monitoring, ensuring the sustainable 
security of cyberspace. The technological 
infrastructure has three horizons - national, 
sectoral (regional) and object. 

The third level is the basic cybersecurity 
infrastructure, which provides the fundamental 
capabilities of cybersecurity. The basic 
infrastructure consists of two layers: a protected 
information infrastructure and a knowledgeable 
society (communities and citizens). 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Organizational and managerial infrastructure of cyber defense 
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Let us consider baseline cybersecurity threats. They 
can be classified as follows: 

1) Threats from authorized users. This includes 
intentional or unintentional (as a result of negligence) 
actions of employees working with the information 
system. Such actions may result in theft, destruction or 
alteration of data on servers or workstations without any 
third-party interference with the information 
infrastructure. 

2) External targeted external attacks. This 
group includes actions that involve unauthorized 
intrusion into a computer network from the outside, as 
well as DDOS attacks. The purpose of such attacks is 
often to destroy or steal confidential information, change 
the algorithms of networks and equipment, delete server 
data, interfere with management systems. DDOS attacks 
aim to cause congestion on communication channels, 
servers or nodes of networks, which leads to loss of 
functionality or a sharp decrease in the performance of 
these systems. 

3) Computer viruses. This group is the most 
dangerous for the information infrastructure, as it is the 
most common. The source of virus penetration can be e-
mail, the Internet, external media, etc. The virus can 
result in both the theft of information (usually access 
passwords) and its destruction. 

4) SPAM is a message (mass mailing) coming 
from unauthorized sources. Today, spam has become so 
widespread that it can be definitely attributed to sources 
of information security threats. A lot of spam comes to 
users' email addresses being the main method of remote 
virus transmission and can be a source of infection for 
workstations or simply overload mail servers or routers. 

5) Force majeure may be refered to a  separate 
group. These include damage to equipment due to wear, 
misuse or external factors. Such circumstances can also 
lead to data loss, and they must also be taken into 
account in the process of designing an information 
security system. 

Today, there are many ways to deal with information 
security threats. For each threat, its own methods and 
processes are selected, which control certain "nodes" of 
the information system and prevent any failures in their 
work. However, the maximum effect can be achieved 
only by applying all these methods in combination. That 
is, the design, construction, implementation and 
maintenance of information security is a complex task 
that requires the analysis of potential threats, the choice 
of methods to combat them and establish interaction 
between these methods. 

Basic means and methods of information protection: 
1) Authentication system. This is the main 

method of information protection in almost any field. It 
comes down to the fact that to gain access to a particular 
information area, management console or 
communication channel, the user must provide the 

system with their authentication data (usually a name 
and password). The system then compares this data with 
predefined security policies, and afterwards  gives or 
denies the user access to the requested information. 
Thus, each user in the information structure has its own 
personal ID and level of access, which allows him to 
perform any action only within this level. 

2) Encryption system. This system is designed so 
that an attacker who managed to intercept certain data 
(e-mail, portable storage device ...) could not access with 
this data without having a specific key. There are many 
methods of data encryption, but they are all divided into 
2 types. They can be distinguished into private key 
encryption and public key encryption. The former  
involves the presence of 1 key for encrypting and 
decrypting data, while the letter involves the presence of 
2 different keys and is the most stable method. 

3) Firewall. The use of a firewall aims to separate 
the local network from the global Internet. The firewall 
has its own security policies and access restrictions, so 
the interaction between the local network and the global 
one becomes possible only within these policies. 

4) Virtual Private Networks (VPNs). This 
technology allows data to be transmitted over global 
public networks, such as the Internet, through encrypted 
VPN tunnels. Thus, although the information is 
transmitted over the global network, it cannot be 
accessed from it without authorization. 

5) Email filtering. This system allows setting 
certain filters on the content of incoming and outgoing 
correspondence. This protects the internal network from 
the intrusion of unwanted data, in particular viruses, as 
well as eliminating the leakage of certain types of 
information from the internal network. 

6) Control of nodes efficiency. Control focuses 
on constant monitoring of serviceability and quality of 
servers, workstations and network equipment. It helps 
anticipate and prevent equipment failures that could 
result in information loss. 

7) Antivirus protection. It is focused on 
preventing threats from computer viruses. Closely 
related to email filtering and firewalls. 

8) Using vulnerability detection systems. It helps 
to identify weaknesses in the information security 
system by modeling the actions of an attacker and 
testing the system during such actions. 

9) Creating a back-up copy. The backup system 
allows backing  up certain data. 

Information security is one of the main conditions for 
the normal operation and development of the 
information system of any enterprise, as well as helps to 
minimize the possibility of information leakage. 

And separately consider the "human" factor, which is 
the most risky component of this system (Fig. 1). It is 
human ignorance, negligence and mistakes that lead to 
such violations as:  

179



 

- insufficient users awareness of  the basics of 
information protection and misunderstanding of the 
need for their careful observance; 

- the use of uncertificated or uncertified technical 
means of processing classified data, because this 
equipment, at best, may simply be just crude, and at 
worst - it may contain inserts at the physical or software 
levels;      

- poor control over the observance of information 
protection rules by full-time or part-time information 
security and cyber security services and engineering 
units that do not properly monitor the serviceability of 
equipment or lines; 

- staff turnover, because they have information with 
limited access or official data. 

All these factors do much more harm than a whole 
group of attackers [5]. 

And so it becomes clear that the mechanisms of 
implementation of the model (Fig. 1) and its resource 
provision are the most important components that cover 
all levels of architecture.  Development and 
improvement of the regulatory framework through the 
adoption of relevant legislation, regulations, standards, 
orders at all levels will further allow to implement this 
model. 

3. Measures to build the transport 
platform of the national 
telecommunication network 

Within the framework of creation of the protected 
infrastructure of the state and performance of tasks 
concerning creation and maintenance of functioning of 
the National telecommunication network actions on 
construction of a transport platform of the National 
telecommunication network, system of operational and 
technical management and automation of activation of 
services are carried out. In order to create a transport 
platform of the National Telecommunication Network 
(hereinafter TP NTM), the following steps have been 
performed today. 

The construction of the first and second stages of the 
optical segment of the NTM transport platform has been 
completed. In this area of work, in particular, a system 
of operational and technical management and 
automation of activation of NTM TP services has been 
developed. As part of the construction of the third stage, 
the development of project documentation of the 
"Project" stage was provided, which received a positive 
expert opinion; After obtaining a construction permit, 
the deployment of telecommunication nodes will be 
launched at the technological sites of state bodies, which 
will enable even more state bodies to receive NTM 
services. 

In order to increase the reliability of NTM operation 
at the interregional level and create opportunities for 
providing NTM services in the field to stationary, 
mobile, including mobile facilities, design work on the 
object "Construction of the satellite segment of the 
transport platform of the National Telecommunication 
Network" was provided. In order to create a radio 
segment of the NTM transport platform, the operation of 
two research areas is ensured, the results of which are 
included in the technical requirements for the creation of 
this segment. To ensure the functioning of the state 
management system in emergency situations and during 
special periods, the State Service for Special 
Communications and Information Protection of Ukraine 
has started design work on the object "Construction of 
the mobilization segment of the transport platform of the 
National Telecommunication Network". 

Based on the  result of the design, the best option will 
be taken to create a mobilization segment of the 
transport platform of the National Telecommunication 
Networks, which will ensure reliable operation of the 
state management system, as well as obtaining the 
necessary modern unified communications services 
directly at secure control points. 

Today, in order to develop a technological platform 
for the deployment of the national cyber resilience 
system, measures are being taken to develop an 
organizational and technical model of cyber security as 
a set of systems, complexes and measures designed to 
ensure cyber security of critical infrastructure and cyber 
security of state electronic information resources and its 
telecommunications platform - National 
Telecommunication Network. 

The implementation of the organizational and 
technical model of cyber security as a component of the 
national cyber security system is carried out by the State 
Center for Cyber Defense, which ensures the creation 
and operation of the main components of the system of 
secure access to the Internet, antivirus protection of 
national information resources, vulnerability detection 
and response to cyber incidents and cyber attacks, 
systems of interaction of teams responding to computer 
emergencies, as well as in cooperation with other actors 
of cyber security develops scenarios for responding to 
cyber threats, measures to combat such threats, 
programs and methods of cyber training. 

In the context of organizational and technical 
measures attended to prevent, detect and respond to 
cyber incidents and cyber attacks and eliminate their 
consequences, a key element of the organizational 
model is the Cyber Threat Response Center (CRC). 

Also, the State Center for Cyber Defense (Cyber 
center UA30) has already been established in Ukraine - 
an institution that directly deals with the protection of 
state information resources. It provides services not only 
to government agencies but also to citizens and 
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businesses. In May 2021, with the participation of the 
President of Ukraine, its official opening took place. The 
main task of the center is to ensure that the vast majority 
of state registers are under its protection until 2024. 

Cyber center UA30 is part of the State Service for 
Special Communications and Information Protection of 
Ukraine. This is the newest state center for responding 
to cyber incidents, gaining skills and knowledge in the 
field of cyber security. It also includes an updated 
training ground with a unique technology for testing real 
scenarios of cyber attacks in the learning environment. 
There are only about 20 such platforms in the world, six 
of which are in the United States [1]. 

The UA30 cybercenter will have four priorities: 
1. Protection of state registers. At this stage, any 

threats related to database intrusion will be monitored 
and eliminated. The main goal is to have 100% of the 
infrastructure sensors that prevent hacker attacks in 3 
years. In addition, the creation of a unified Platform for 
the deployment and maintenance of state registers has 
already begun. This will allow to create and maintain 
multi-level registers according to uniform principles and 
standards that will comply with current legislation. 

2. Protection of citizens, private information and 
business. Citizens of Ukraine will have available tools 
and adequate knowledge for their own protection. 
Businesses will be able to protect their information and 
processes by improving national standards and 
practices. Private information of citizens will be reliably 
protected because the Cyber Center provides appropriate 
response services to cyber threats. 

3. Development of cyber hygiene culture. The 
center will be an educational hub, where everyone will 
receive knowledge to protect themselves on the Internet.  
Cyber hygiene is one of the foundations of digital 
literacy. Currently, 53% of the country's population has 
a low level of digital skills. This indicator must be 
changed immediately. 

4. Formation of a personnel reserve of cyber 
security. Today, there is a shortage of cyber security 
professionals around the world. It is important to change 
this situation. Therefore, the creation of a network of 
cyber security training centers is a priority. 

The State Center for Cyber Defense is taking 
measures to counter cyber attacks. Also, owners of 
information systems, heads of departments responsible 
for information security of state bodies of Ukraine are 
constantly provided with recommendations on 
combating cyber attacks, as well as work conducted to 
prevent contamination of the infrastructure with 
malicious software. 

In order to ensure effective exchange of information 
on cyber incidents, analysis of trends, identification of 
the main sources of cyber incidents, effective 
counteraction to cyber threats and exchange of risk data, 
the national Malware Information Sharing Platform 

"Ukrainian Advantage" (MISP-UA) has been launched 
[3]. The use of the system allows cyber specialists of the 
Security Service of Ukraine to anticipate ways of 
attacks, potential threats and neutralization tools for 
further response. In terms of its functional content, the 
platform allows to strengthen the state of cyber security 
of various sectors of public administration and the 
economy of Ukraine. With its help a public-private 
interaction takes place for joint protection of 
information and cyberspace of the state as a whole. 

Ukraine is currently in the process of joining NATO's 
Joint Center for Advanced Technology in Cyber 
Defense, which provides anti-cyber attacks and cyber 
protection of information systems [10]. 

4. Conclusions 

Ukraine is now at the forefront of the fight against 
cyber challenges. Digitalization and cyber security 
always go the same way. Therefore, the field of cyber 
security should not just be on a par with the 
digitalization of the country, but one step ahead. 
However, it is not worth relying only on the fact that all 
cyber security issues will be resolved by the state. Every 
person, every citizen should know how to secure and 
protect themselves, their confidential data, bank 
accounts, etc. 

Thus, the issue of cyber security is certainly relevant. 
Its solution should be comprehensive both at the level of 
ordinary users and at the state level in the framework of 
creating a modern legal framework, appropriate 
software and technical solutions. Increasing investment 
in cyber security will help prevent attacks on large 
public and private companies and counter intentions to 
destabilize society. 
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Abstract  
The article analyzes the process of functioning of the system of technical support of combat 
operations in order to determine it`s capabilities and areas for improvement through for solving 
problems in modern local wars with the restriction of the use of heavy armored vehicles through 
application of the models of states and transitions. 
In addition, the possibility of creating a mathematical basis for the management of maintenance 
and restoration of lightly armored vehicles for software implementation of the workplace of a 
logistics officer on evacuation management and lightly armored vehicles recovery, which will 
not only explore real support systems, but also solve complex problems of technical support of 
combat operations in real time - on the battlefield.  
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1. Introduction 

Formulation of the problem.  
Analysis of the models of the main states of the 

technical support system, which were used before 
beginning of hostilities in the anti-terrorist 
operation area, shows that the task of managing 
the evacuation and recovery of arming and 
military machinery (AMM) during hostilities is 
more difficult in terms of preconditions and initial 
data for planning than known it`s solutions. [1-4]. 

Based on the combat experience of servicemen 
of the Ukrainian Armed Forces and other military 
formations that directly participated in repelling 
the Russian armed aggression, it is well known 
that Ukraine clearly complies with the 
requirements of the Minsk agreements and does 
not use heavy armored vehicles such as tanks and 
artillery on the line of contact.. Therefore, the 
main armored vehicles are light armored vehicles 
such as (BMP, armored personnel carrier, BBM). 

It is known that many factors that affect the 
management of evacuation and recovery of 
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arming and AMM hostilities are accompanied by 
uncertainties of random, natural and antagonistic 
nature. 

 An appropriate way out of this situation is to 
reduce the dimensionality of the analysis problem 
by comparing it in order to rank the types of 
technical support tasks according to some general 
indicator. As such an indicator can be used the 
probability stay of the evacuation management 
system and the restoration of AMM in each state 
of solving the tasks of combat operations. The 
choice of the solution of the problem is possible 
by averaging the optimal partial solutions over 
time on the highest level of probability. It is the 
correspondence of the probability models to the 
realities that requires further research. [5]. 

The purpose of the article.  
Currently, Light Armored Vehicles (LAV) of 

all-military units are the most common type of 
military equipment in the armed forces. Also, 
such equipment is most often affected and fails, 
and therefore requires constant correction of 
planned activities of managing the evacuation and 
recovery of AMM in real time. 
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Systematic shelling of the positions of the 
Ukrainian Armed Forces in the area of anti-
terrorist operation (ATO) leads to the 
decommissioning of those samples of armaments 
and military equipment that are located directly at 
the bases on the line of the collision of the parties. 
In the context of integration of logistics 
management as a mechanism for providing and 
managing evacuation and recovery and 
subsequent repair of lost samples of armaments 
and military equipment, it turned out that 
mathematical models of logistics management 
and operation, as well as software based on them 
do not meet the requirements of real-time decision 
support. 

The purpose of the article is to provide a 
mathematical justification for the management of 
evacuation and recovery of LAV for software 
implementation of the workplace logistic officer 
for evacuation management and recovery of LAV 
at the logistics management point, which will not 
only explore real support systems, but also solve 
complex problems of technical support of combat 
operations in real time, including in the 
battlefield. 

2.  Analysis of the model of the main 
states of the technical system of 
combat operations (Conceptual 
Modeling) 

To study the process of technical support, 
various types of technical support models are 
currently used. If the models adequately reflect all 
the states of the system, it is better to use model of 
states and transitions [5]. 

The adequacy of the model for processes 
without aftereffect is explained by the fact that it 
most accurately reflects the system, in the case 
when any of its current state does not depend on 
the state in which the system was before. It is the 
identity of the model to the real processes that 
explains the choice of the state model for the 
software specification of the decision support 
system of the logistics officer's workplace for 
evacuation management and light armored 
vehicles recovery at the logistics management 
point. This is the system of technical support of 
warfare. A variant of the graph of states and 
transitions of this system to different states is 
presented in Figure 1 

 
Figure 1. Graph of transitions of the 

technical system of combat operations in the 

states: пS  – preparation of LAV for use; зS  – 

combat use of LAV; вS  – restoration of LAV after 

its damage; оS  – maintenance of LAV before or 
after combat actions. 

The list of transition intensities and the 
corresponding probabilities of these transitions is 
as follows: 

a, A – intensity and probability of transitions 
of the technical support system from the state of 
preparation of LAV for its maintenance; 

b, B – intensity and probability of transitions 
from the state of LAV maintenance to the state of 
its combat use; 

c, C – intensity and probability of transitions 
from the state of combat use of the LAV to the 
state of its maintenance; 

d, D – intensity and probability of transitions 
from the state of maintenance of LAV to the state 
of recovery of LAV after damage; 

e, E – intensity and probability of transitions 
from the state of preparation of LAV to the state 
of recovery of LAV after damage; 

f, F - intensity and probability of transitions 
from the state of preparation of LAV to the state 
of its employment; 

g, G – intensity and probability of transitions 
from the state of combat use of LAV to the state 
of preparation of LAV for the purpose of their 
employment; 

h, H – intensity and probability of transitions 
from the state of recovery of LAV after damage to 
the state of its combat use; 

i, I – intensity and probability of transitions 
from the state of combat use of LAV to the state 
of recovery of LAV after its damage.  

It is also easy to imagine a situation where it is 
necessary to perform maintenance of LAV after 
its preparation for use, or after its combat 
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application, as well as a situation when combat 
use of LAV has shown the need for new training 
for deployment, for example, taking into account 
unsatisfactory combat results due to insufficiently 
careful preliminary preparation. 

In the process of functioning of the system of 
technical support of combat operations in time, it 
is in any state with probabilities: 

1P( t )  -  probability that the system is in a state 
of preparation of weapons and ammunition for 
their use; 

2P ( t ) - the probability that the system is in a 
state of use of weapons for their intended purpose; 

3P ( t ) - the probability that the system is in a 
state of recovery after damage; 

4P ( t ) - the probability that the system is in a 
state of maintenance.  

 Find the probability 1P( t ) . We provide t  
small increase t  and find the probability that at 
the moment t t+  the system will be in a state 

пS . This event can happen in two ways: 
- at the moment t  the system was already in 

condition пS  , but by the time t  did not come 
out of this state, either 

- at the moment t  the system was in the state 
вS , by the time t  moved from it to the state пS  
 The probability of the first variant is shown as 

the product of the probability 1P( t )  that at the 
moment t  the system was in the state пS , on the 
conditional probability that, being in a state пS , 
system by the time t  will not pass from it into a 
state зS .  

This conditional probability (up to 
infinitesimal higher orders of magnitude) is equal 
to: 121 t−   

Similarly, the probability of the second option 
is equal to the probability of that at the moment t  
system was at the state вS , which is multiplied by 
the conditional probability of transition over time 

t  into the state пS : ( ) 31зP t t  . 
Applying the rule of adding probabilities, we 

obtain: 
( ) ( )( ) ( )1 1 12 3 311P t t P t t P t t+ = −  +      (1) 

Open the brackets on the right side, move 
1P( t )  to the left and divide both parts of the 

equation by t ; we will get: 
( ) ( )

( ) ( )1 1
12 1 31 3

P t t P t
P t P t

t
+  −

=  + 


  (2) 

Now direct t  to zero and go to the limit: 
( ) ( )

( ) ( )1 1
12 1 31 30t

P t t P t
lim P t P t

t →

+  −
=  + 


  (3) 

The left part is nothing but a derivative of the 
function 1P( t ) : 

( )
( ) ( )1

12 1 31 3
P t

P t P t
t


= − + 


           (4) 

Thus, the differential equation obtained by 
the function 1P( t ) . Similar differential equations 
can be derived for other probabilities of states 

2P ( t ) , 3P ( t ) , 4P ( t ) , which provides initial data 
for the search of computational methods for 
solving problems that replace theoretical models 
in the form of differential equations. 

Consider the second state зS . Find the 
probability that at the moment 
t t+  the system will be in a state зS . This event 
can occur in two ways: 

- at the moment t  the system was already in 
condition зS , by the time  t   did not come out 
of this state; 

or 
- at the moment t  system was in condition пS ; 

by the time t  moved from it to the state зS ; 
or 
- at the moment t  system was in condition оS , 

by the time t  moved from it to the state зS . 
The probability of the first option is calculated 

as follows: 2P ( t )  multiplied by the conditional 
probability that the system over time t  will not 
pass either вS , nor in оS . Since the events that 
are the transition over time t  into  вS  and from 

зS  into оS , are incompatible, the probability that 
one of these transitions will occur is equal to the 
sum of their probabilities, to wit 23 24t t  +   
(up to infinitesimal higher orders). The 
probability that none of these transitions will 
occur is equal ( )23 241 t t−   +  . Hence the 
probability of the first option: 

( )2 23 24P ( t ) t t  +  .  
Adding here the probabilities of the second and 

third options, we obtain: 
( )2 2 23 24

1 12 4 42

1P ( t t ) P ( t ) t t
P( t ) t P ( t ) t

+  = −   +   +
+   +  

   (5) 

Moving 2P ( t )  to the left side, dividing by t  
and crossing to the limit, we obtain a differential 
equation for 2P ( t ) : 
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2
23 2 24 2

12 1 42 4

P ( t ) P ( t ) P ( t )
t
P( t ) P ( t )


= − − +


+ + 

      (6) 

Reasoning similarly for states вS  and оS , we 
obtain as a result a system of differential equations 
composed by type (5), (6). Rejecting them for the 
sake of convenience argument t  in functions 1P , 

2P , 3P , 4P  rewrite the system in the form: 

1
12 1 31 3

2
23 2 24 2 12 1 42 4

3
31 3 34 3 23 2

4
42 4 24 2 34 3

P P P ,
t
P P P P P ,
t

P P P P ,
t

P P P P .
t


= − + 




= − −  +  − 



= − −  + 



= − +  + 


 (7) 

These equations for the probabilities of states 
are Kolmogorov's equations. 

The integration of this system of equations will 
give the desired probabilities of states as a 
function of time. The initial conditions are taken 
depending on what was the initial state of the 
system. For example, if at the initial time  
(at 0t = ) the system was in a state пS , then the 
initial conditions must be accepted: 0t = , 1 1P = , 

2 3 4 0P P P= = = , which gives an understanding of 
the universality of the model under study, in terms 
of its further use as an element of the software 
specification of the workplace logistic officer for 
evacuation management and recovery of light 
armored vehicles decision support system at the 
logistics management point. 

Note that all four equations for 1 2 3 4P ,P ,P ,P  
one could not write because 2 2 3 4 1P P P P+ + + =  
for all t , and any of the probabilities 1 2 3 4P ,P ,P ,P  
can be expressed through the other three. For 
example, 4 1 2 31P P ,P ,P= − . 

Then a special equation for 4P  not necessary 
to write. In the future, this fact will reduce the 
requirements for productivity and speed of the 
hardware components of the decision support 
system. 

Let's pay attention to the structure of equations 
(7). They are all built on a general rule that can be 
formulated as follows. In the left part of each 
equation there is a derivative of the probability of 
the state, and the right part contains as many terms 
as there are gaps connected with the given state.. 
If the gap leaves the state, the corresponding 
member has a sign "minus", and if the gap enters 
the state - the sign "plus". Each term is equal to 

the product of the intensity of the transition 
corresponding to a given gap and the probability 
of the state from which the arc emerges. 

If the matrix of transition intensities or the 
state graph is known, the state probability vector 
can be determined ( )9 1 nP ( t ) P( t ),...,P ( t )= , 
through the matrix equation P( t ) P( t )=  . 

From a practical point of view, to ensure the 
combat effectiveness of the unit is important to 
reduce the intensity and probability (g, G) its 
transition to the state ( пS ) preparation of LAV for 
the purpose of their application, and also increase 
in intensity and probability (f, F) transition of the 
system to the state ( зS ) use of LAV for its 
intended purpose. This requires keeping the LAV 
at a high level of its readiness factor, accelerated 
and sufficient level of preparation of the LAV for 
the start of combat actions. 

It is necessary to significantly reduce the 
intensity and probability (i, I) transition of the 
technical support system to the state ( вS ) 
recovery of LAV after damages, reduce the 
intensity and probability (e, E) transition of the 
system from the state ( пS ) preparation of LAV for 
the purpose of their application in a condition  
( вS ) recovery from damage, ie before the start of 
the use of LAV for its intended purpose.  

It is necessary to increase the intensity and 
probability (h, H)  transition of the system from 
the state ( вS ) recovery of LAV after damage to 
the condition ( зS ) application for intended use. 

The greatest attention is paid to the study of the 
condition ( зS ) use of LAV by purpose and 
condition ( вS ) recovery of LBT after damages is 
not accidental. This is due to the fact that these 
states of the technical system of combat 
operations are the most important in terms of the 
importance of the functions of the technical 
support system, and the structure of unconditional 
relations in this system. 

It is safe to say in advance that, given the 
uncertainties of a random nature, namely, equally 
intense and equally probable transitions of the 
technical system of combat operations from any 
state to any other state, the total probability 
( зв з вP P P= + ) stay of this system in a condition  
( зS ) use of LAV on purpose and in condition ( вS
) recovery of LAV after damage is always the 
highest in comparison with other general 
probability, equal to the sum of the probability of 
the system in the state of preparation of LAV for 
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their application and the probability of the system 
in a state of maintenance, that is, with the total 
probability оп о пP P P= + . 

Indeed, it is easy to see this in some arbitrary 
but concrete example. 

2.1. Verification and specification of 
the obtained models for their 
further implementation in the 
software of decision support 
systems (Modeling verification & 
validation) 

The first test example. 
The initial prerequisites for modeling are 

equally intense and equally likely transitions of 
the system of technical support of hostilities from 
any state to any state, namely (check. Figure 1): 
a = b = c = d = e = f = g = i = h = 1/2 hours;   
A = B = C = D = E = F = G = I = H = 1/9;  
t = (6…48) hours. 

Identify the general probabilities that need to 
be quantified, namely: зв з вP ( t ) P ( t ) P ( t )= + ; 

оп о пP ( t ) P ( t ) P ( t )= + , 
where пP ( t ) - the probability that the system 

is in a state of preparation of weapons and 
ammunition for their use; 

зP ( t ) - the probability that the system is in a 
state of use of weapons for their intended purpose; 

вP ( t ) - the probability that the system is in a 
state of recovery after damage; 

оP ( t ) - the probability that the system is in a 
state of maintenance of weapons. 

The solution is carried out on machines for 
data packaging, provided that for the 
representation of numerical values that the 
decimal system of systematization of calculations 
are in the range from 0 to 1, respectively in the 
binary calculation system the number of 
characters for the mantissa is 8 bits with the 
corresponding mantissa. 

According to the formulas (1-7) we will get: 
6 48 0 13 0 09пP (t ... ) , ... ,= = ; 
6 48 0 17 0 18оP (t ... ) , ... ,= = ;  

0 30 0 27п оP P , ... ,+ = . 
6 48 0 59 0 26зP (t ... ) , ... ,= = ; 
6 48 0 11 0 47вP (t ... ) , ... ,= = ;  

0 70 0 73з вP P , ... ,+ = . 

Graphs of general probabilities in the form of 
time functions during the process of technical 
support of hostilities, obtained according to the 
initial data example 1 and emphasize the validity 
of the statement which was made earlier. 

Thus, in the system of technical support of 
combat actions there is a pattern, namely: under 
conditions of equally probable transitions of the 
system from state to state, it is in a state of 
application or recovery more often 
(approximately three times) than in a state of 
maintenance or training. 

 It is clear that this result is not a new 
discovery. The problem is solved by a known 
method for the new initial conditions and the new 
content of the problem of evacuation and recovery 
of armaments and military equipment. It only 
confirms the peculiarity of the structure and the 
essence of the functioning of a complex system of 
technical support of combat actions. This is what 
is needed carefully and always consider. 

 
Figure 2. General probabilities of the technical 
support system being in combat during states: 

application or recovery, звP ( t )  LAV; 

maintenance or preparing, опP ( t )  LAV for 
combat actions. 

Next, it is necessary to investigate (for 
conditions similar to the data according to 
Example 1) the dependence of the time of 
technical support of combat operations of each of 
the probabilities, namely:   пP ( t )  - the probability 
of the system being in a state of preparation of 
LAV for the purpose of their application; зP ( t )  - 
the probability that the system is in a state of use 
of LAV for its intended purpose; вP ( t )  -  the 
probability that the system is in a state of recovery 
LAV after its damage; оP ( t )  - the probability that 
the system is in a state of maintenance LAV. 

The second test example. 
Output data. We have equally intense and 

equally probable transitions of the system of 
technical support of combat actions from any state 
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to any of its states, namely (check.  Помилка! 
Джерело посилання не знайдено.):  
a = b = c = d = e = f = g = i = h= 1/2 hours; 
 A = B = C = D = E  = F = G = I = H = 1/9;  
t = (6…48) hours. 

 Identify and plot graph of probabilities: 
пP ( t ) , зP ( t ) , вP ( t ) , оP ( t ) , t = (6…48) hours. 

Regarding the representation of numerical 
values in the binary calculation system, the 
assumption introduced in the first test example. 

The results obtained from the simulation 
results of determining and comparing the 
probabilities of the technical support system in 
each of the main states are typical for combat 
operations. These results characterize the full 
group of phenomena, under conditions of 
commensurate intensities and commensurate 
probabilities of transitions of this system to 
different states. They show the following. 

First, with the start of combat actions, the 
technical support system is: in a state of 
preparation of weapons and ammunition for the 
fight with a probability 13%; in the state of use of 
weapons for their intended purpose - with 
probability 60%; in a state of restoration of 
armament after damage - with probability 10%; 
in a state of service - with probability 17%. 

Secondly, after two days of combat actions, the 
technical support system is in a state of 
preparation of weapons and ammunition - with a 
probability 9%; in the state of use of weapons for 
their intended purpose - with probability 26%; in 
a state of restoration of armament after damage - 
with probability 47%; in the state of service of 
armaments - with probability 17%.  

This shows that the data obtained (under 
conditions of equally intense and equally probable 
transitions of the system to different states) using 
the model, in the presence of random and 
antagonistic uncertainties, do not contradict the 
known experimental results of real events of 
typical support, according to local fight. Third, the 
weakest point of a typical unit's technical support 
system is its ability to recover weapons and 
military equipment (AMM) damaged during 
combat. 

This situation necessitates further research on 
the technical system of combat operations, in 
order to identify measures to increase 
opportunities for the restoration of AAM 
damaged during combat. 

The solution of the problem of evacuation and 
recovery using the model of states and transitions 
confirms the adequacy of the model with real 

measures of evacuation and recovery of 
armaments and military equipment. 

Therefore, it seems appropriate measures 
aimed at increasing the survivability of AAM. 
According to the classical definition, the 
survivability of AAM is its ability to maintain its 
functions during the action of the enemy's means 
of destruction and the ability to quickly recover 
from damage and return to service. 

It is clear that to increase the survivability of 
weapons part is necessary and sufficient: first, to 
organize and implement a set of measures to 
reduce its radio and optical visibility by air and 
ground reconnaissance by the enemy and before 
and during its intended use; secondly, to organize 
and carry out measures and means for artillery and 
technical reconnaissance: thirdly, to organize and 
carry out the use of a set of repair forces, the use 
of replacement units, blocks, devices and 
materials, to organize the evacuation and rapid 
recovery of damaged AAM. 

According to the graph of states and transitions 
of the technical system of combat operations, the 
above measures and means should clearly: first, 
reduce the intensity and probability of transition 
of the system from the state of use of LAV for its 
intended purpose to recovery after damage; 
secondly, these measures and means will increase 
the intensity and probability of the transition of 
the system from the state of recovery of LAV after 
damage to the state of use for its intended 
purpose.. 

We will further determine the direction of 
change in the operation of the technical system of 
combat operations for some specific conditions 
that differ (from the conditions of Example 2) by 
reducing the intensity and probability of transition 
of the system from the intended use to the 
recovery state after damage, for example, in two 
times, in addition, differ in the increase in the 
intensity and probability of the transition of the 
system from the state of recovery of LAV after 
damage to the state of use for its intended purpose 
also in two times. 

The system of technical support of combat 
operations is: in the state of preparation of the 
LAV for combat with a probability of (13… 
14)%; in the state of application of LAV for the 
purpose - with a probability of (62… 47)%; in a 
state of recovery after damage - with probability; 
in the state of service - with a probability of (18… 
29)%. The implementation of measures aimed at 
increasing the survivability of LAV, compared 
with measures, showed that the probability of 
recovery of LAV after damage and its return to 
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service increases more than four times; the 
probability of the maintenance system in the state 
of use for its intended purpose (as of two days) is 
doubled, the probability of being in the state of 
maintenance is also increased by one and a half 
times.  

3. Conclusions 

1. The weakest point of the standard system of 
technical support of combat operations of the unit 
is its ability to restore weapons damaged during 
combat. The solution of the problem of evacuation 
and recovery using the model of states and 
transitions confirms the adequacy of the model 
with real measures of evacuation and recovery of 
weapons. This situation necessitates further 
research on the technical system of combat 
operations, in order to identify measures to 
increase the ability to restore weapons damaged 
during combat. 

2. Analysis of the functioning of the technical 
system of combat operations in order to determine 
its capabilities and areas for improvement in 
conditions of random and antagonistic 
uncertainties - all this necessitates the search for 
and application of effective models and 
appropriate quantitative analysis and synthesis for 
adequate scientific management of technical 
problems. 

3. The use of models of states and transitions 
allows by building an adequate model and 
appropriate simple calculations, even in 
conditions of random and antagonistic 
uncertainties to obtain sufficiently reliable 
quantitative estimates of the capabilities of the 
technical system of combat operations, and to 
determine appropriate directions and ways to 
improve it and increase important parameters. its 
functioning. 

3. Under the conditions of creating a software 
product and implementing a dialog-information 
model of the operation of the technical system of 
combat operations using a personal computer, it is 
possible not only to explore real support systems, 
but also to solve complex problems of technical 
support of combat operations in real time and in 
including on the battlefield. 
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Abstract 
The Least Significant Bit (LSB) method is one of the most widespread and demanded 
steganographic methods nowadays. Detection and decoding the hidden information, embedded 
in a container using the LSB, is a challenging task, in particular, in conditions of low capacity 
of the hidden communication channel. The existing steganalysis algorithms developed to 
detect the LSB, as a rule, solve the main problem of steganalysis - the detection of a hidden 
communication channel. However, the problem of the additional information recovery remains 
unfulfilled. The important step in solving this problem is the evaluation of the hidden 
(steganographic) channel capacity. In the current work, a digital image is used as container. All 
the results obtained can also be applied to digital video, which is considered as a sequence of 
frames. The aim of the work is to get estimates for the value of the capacity of the hidden 
communication channel, formed by the LSB method. To achieve the aim of the work the 
following studies carried out: performed additional in-depth investigation of properties of the 
normalized gap of the maximum singular value of non-intersecting image blocks, obtained by 
standard splitting; studied properties of a discrete function y(QF), that determines the number 
of image blocks in which the normalized gap of maximum singular value increases when the 
image is re-saved to lossy format with quality factor QF. As a result of the research, the 
estimates of the value of the capacity of the hidden communication channel, created using the 
LSB method and based on a container in a lossy format, were obtained. 
 
Keywords 
Steganalysis method, digital image, the capacity of the hidden communication channel, the 
LSB method, the normalized gap of singular value 
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1. Introduction 

Steganography today is one of the most 
powerful and widely used areas of information 
security. One of the main questions here is who 
holds such a powerful means of protection, since 
the use of steganography, unfortunately, can lead 
to the setting up of hidden communication with 
anti-state, illegal, inhuman goals [1,2]. In such 
cases, early detection of hidden communication 
is critical. The main "weapon" for here is 
steganalysis [3]. Powerful efforts of scientists 
around the world today are aimed at solving the 
main task of steganalysis - to identify the 
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presence of hidden (additional) information in 
information content [4]. However, in the 
condition of the information confrontation, that 
takes place in the modern world [2], these 
actions are not sufficient. Only the decoding of 
hidden information, its recovery will allow 
achieving  the  goal  of  steganalysis  to  the 
fullest.  The  extracting  of  hidden  information 
and its decoding are the most complicated tasks. 
It can be facilitated by determining/evaluating 
the capacity of the organized steganographic 
channel [3,5], which is what this work is aimed 
at.  

Today, one of the most widespread and 
demanded steganographic methods is the least 
significant bit modification method - LSB [3]. 
However, modern steganalysis methods, as a 
rule, do not evaluate the capacity of the hidden 
communication channel [6,7,8]. 

In [9], a steganalysis method was proposed, 
which aimed at detecting a hidden 
communication  channel  with  low  capacity. 
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The method was based on properties of the 
normalized gap of the maximum singular value 
of image matrix block. In particular, it took into 
account the number of image blocks, obtained by 
standard matrix splitting, in which the 
normalized gap of the maximum singular value 
increased due to re-saving of image to a lossy 
format with different quality factors QF. This 
number was reflected by the discrete function 
( )QFy  that was built for the image under 

examination. Let us introduce the appropriate 
notation. 

Let F be the matrix of the digital image, 
which is split in a standard way into non-
intersecting l×l-blocks with singular values [10] 

021  l... , which form vector of 

singular values ( )Tl,...,, = 21 ; the 
normalized vector of singular values 

( )Tl,...,, = 21  is determined by  

= , 

where    is a norm of vector  . Then the 

normalized gap of the singular value l,i,i 1=  is 
determined as follows [9]:  

( )isvdgapn ij
ji

min −=


, 

whence it follows that the normalized gap of the 
maximum singular value is  

( ) 211 −=nsvdgap  
and  

( ) 110  nsvdgap  
The efficiency of algorithmic implementation 

of the method proposed in [9] exceeds the 
modern analogues in terms of the detection of the 
hidden communication channel in conditions of a 
low capacity. It means, that the mathematical 
basis of the method provides sensitivity to small 
disturbances of the container in the process of 
steganographic transformation, and therefore can 
be considered promising for evaluating the 
steganographic channel capacity. To ensure the 
possibility of determining/evaluating the capacity 
of the hidden channel, additional studies of the 
properties of the function ( )QFy  are required. 

The aim of the work is to obtain estimates for 
the value of the capacity of the hidden 
communication channel, formed using the LSB 
method, by identifying the corresponding 
additional properties of ( )QFy . 

 

2. Main Body 

Let the image were initially saved in a lossy 
format; 1F  is the matrix of the image, which is 
subject to examination. Formally, it is saved in a 
lossless format. If 1F  is a steganographic 
message, then we will assume that it is obtained 
on the basis of a Jpeg container with a matrix 
F . Let us apply to 1F  the steganographic 
transformation  with  the  low  capacity  of       
the  hidden  communication  channel  (for  
example, 1%), which formally represented as 
[11]: 

FFF , += 111 , (1) 

where F  is the matrix representation of the 
additional  information,  11,F   is  the  matrix  of 
the image-steganographic message. Let us define 
functions ( )QFy  for 1F  and 11,F  re-saving them 
with losses with all possible values of the quality 
factor QF. For a particular QF, as a rule, the 
value ( )QFy  for 11,F  will be greater than that for 

1F . Geometrically it means that the ( )QFy
 

graph for 11,F  will be higher along the ordinate 

than the ( )QFy  graph for 1F  whether the 
message or the container matches the matrix 1F . 
However, the difference between the values of 
the function ( )QFy  (between the corresponding 
graphs) will be different depending on whether 
the matrix 1F  corresponds to the original image 
or steganographic message. 

Let 1F  be the matrix of the container, then 
the steganographic message (1) for it will be the 
first and only one. If 1F  corresponds to the 
steganographic message, then for it (1) is a 
repeated steganographic transformation. Let us 
show that the primary transformation (1) with the 
help of the matrix F  will "lift" the ( )QFy  
graph higher along the ordinate compared to the 
graph constructed for 1F , than repeated 
transformation using the same matrix F . 

The steganographic transformation of the 
Jpeg container almost always leads to an increase 
in the smallest singular values and decrease in 
the normalized gap of the maximum singular 
value in the blocks involved in the 
steganographic transformation, thereby 
increasing the likelihood of the growth of the 
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normalized gap of the maximum singular value 
when the image is re-saved into a lossy format. If 
the additional information is embedded in the 
image-steganographic message, then the 
normalized gap of the maximum singular value 
in blocks, involved in the primary 
steganographic transformation, is less than in the 
corresponding blocks of the original container. 
After the additional information is embedded in 
the steganographic message, the smallest 
singular values of the corresponding blocks 
involved in repeated steganographic 
transformation, which are no longer comparable 
to zero in those blocks that were involved in the 
primary transformation, can both decrease and 
increase. This fact can lead to both an increase 
and decrease in the normalized gap of the 
maximum singular value. Re-embedding the 
additional information in the steganographic 
message will generally increase the resulting 
capacity of the hidden communication channel, 
additionally disturbing the singular values, but 
the relative change in the smallest singular 
values of the container blocks be greater than in 
the smallest singular values of steganographic 
message with the same disturbance. Thus, the 
number of blocks in which the normalized gap of 
the maximum singular value will increase at re-
saving with losses of the steganographic 
message, obtained as a result of consecutive 
double steganographic transformation will be 
greater, than when re-saving the primary 
steganographic message. However, the degree of 
this increase will be less than the degree of 
increase using the same (which is characterized 
by matrix F ), but the primary steganographic 
message on an empty container. Moreover, the 
degree of increase will be smaller the more the 
capacity of the hidden communication channel of 
the primary steganographic transformation. 
Indeed, the more the capacity of the hidden 
communication channel of the primary 
steganographic message, the more the number of 
container blocks, in which the normalized gap of 
the maximum singular value will decrease as a 
result of the steganographic transformation, the 
less the normalized gap of the maximum singular 
value in the blocks 1F  involved in the 
steganographic transformation, the “higher” will 
be the graph of the function ( )QFy , obtained 
when re-saving 1F  with losses. When re-
embedding additional information into a 
steganographic message formed with a relatively 

significant primary capacity of the hidden 
channel, there will be a significant number of 
blocks, where, after repeated steganographic 
transformation, the normalized gap of the 
maximum singular value will increase, rather 
than decrease, in comparison with the 
normalized gap of the maximum singular value 
in the block of the input steganographic message. 
This will lead to the fact that when re-saving a 
steganographic message obtained as a result of a 
double steganographic transformation, although 
the graph of the function ( )QFy  will be higher 
than the graph of a similar function for the input 
steganographic message (obtained as a result of a 
single steganographic transformation), this 
difference will be the smaller, the larger was the 
capacity of the hidden channel of primary 
steganographic transformation. It was confirmed 
in practice by the results of a computational 
experiment, in which the following sets of digital 
images were involved:  
• TifM  – 500 images in lossless format (Tiff) 

(150 images from 4cam_auth base [12], 275 
images from img_Nikon_D70s base [13], 75 
images taken by non-professional camera);  

• 70,JpegM ,  75,JpegM , 80,JpegM  – each contained 
500 images, obtained by  re-saving  of  
images  from  the  set   TifM

  to the Jpeg 
format with QF=70, 75, 80 respectively (the 
most frequently used quality factors in 
practice). 
At the first stage, additional information was 

embedded into the original image (with or 
without loss) with the capacity of the hidden 
communication channel of 1, 5, 10%. The 
original image-container and the obtained 
steganographic messages were re-saved into 
lossy format (Jpeg) with all quality factors 

 10021 ,...,QF . As a result, discrete functions 
( )QFy0  (for the container), ( )QFy1 ,  ( )QFy5 , 
( )QFy10 ,  10021 ,...,QF  for the steganographic 

message  were  determined,  respectively.  A 
value  characterizing  the  change  in  the 
function ( )QFy0  was considered as a 
quantitative characteristic of the image change as 
a result of the primary steganographic 
transformation: 

( ) ( )
2
1

100

1

2
00 













−=  QFyQFyT ii, ,  1051 ,,i . 

 

(2) 
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At the second stage, additional information 
was re-embedded with the channel capacity of 
1% into the steganographic messages generated 
at the first stage (the matrix of additional 
information F was randomly generated, the 
same matrix was used for steganographic 
messages with the channel capacity of 1, 5, 10%, 
formed on the basis of one container ). 
Steganographic messages obtained after the 
repeated steganographic transformation were re-
saved with losses (Jpeg format) with 

 10021 ,...,QF . As a result, discrete functions 
( )QFy ,11 , ( )QFy ,15 , ( )QFy ,110 ,  10021 ,...,QF  

were obtained for steganographic messages with 
the channel capacity of the primary 
steganographic transformation of 1, 5, 10%, 
respectively. By analogy with (2), the following 
value was considered as a quantitative 
characteristic of the change in the image-
steganographic message after repeated 
transformation: 

( ) ( )
2
1

100

1

2
11 













−=  QFyQFyT ,ii,i ,  1051 ,,i . 

 

(3) 

The experimental results for the original 
images in the lossy format for the case of the 
Jpeg format with the quality factor QF=75 are 
shown in Fig. 1 and in Table 1, where can be 
observed the general tendency of qualitative 
changes in the values of estimates (2), (3) with 
increasing the capacity of the hidden channel of 
the primary steganographic transformation: 
decreasing the mode of the histogram of values 

1,iT   with a simultaneous increase in the value in 
the mode; decreasing the length of the interval of 
possible values 1,iT  by decreasing the maximum 
value. 1,iT . The quality results obtained are 
typical for lossy images, regardless of the 
specifics   of   the   format   (Jpeg)   and   the  
quality  factor  used  (QF=75).  Using  a  
different  lossy  format  (for  example,  
Jpeg2000) or a different quality factor will only 
change the quantitative indicators of the 
histograms. 

Analysis of the numerical values of (2), (3) 
using the obtained histograms (Fig. 1) allows us 

to make conclusions, that the following points 
are important for evaluation the value of the 
capacity of the hidden channel: 
• If  for  image,  which  is  under  examination 

the  value  1251 ,iT ,  then  the 
steganographic transformation were not 
applied to it; 

• If  161 ,iT , then for analyzed image the 
capacity  of  the  hidden  channel  is  <5%, 
here  the  image  can  be  a  "clean" 
container; 

• If   126 ,iT ,   then   for   analyzed   image  
the  capacity  of  the hidden channel is 
<10%. 
The   results   obtained   at   this  stage  of  

the research are not final, the quantitative 
estimates  obtained  for  the  capacity  of  the 
hidden channel are one-sided (upper estimates), 
such that they depend on the value of the 
capacity  of  the  hidden  channel  of  the  
primary stegano-transformation of the image in 
the   Jpeg   format   (QF=75).   By   expanding  
the  computational  experiment,  by  increasing 
the  variety  of  values  of  the  capacity  of  the 
hidden channel for the primary stegano-
transformation (for example, from 1 to К% with 
a step h%), the results obtained can be made 
more precise, what will be done in the 
development of the direct method for evaluating 
the capacity of the hidden communication 
channel. Using a different lossy format (for 
example, Jpeg2000) or a different quality factor 
QF will change the quantitative indicators of 
histograms, therefore, the development of a 
method requires quantitative characteristics for 
all possible (most used) values of the quality 
factor. Taking into account their possible variety, 
the preliminary step of determining QF for a 
container in a lossy format is required before 
using the method for estimating the capacity of 
the hidden communication channel. It can be 
done using, for example, the method proposed in 
[14].
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Figure 1: Histograms of values 1,iT ,  10510 ,,,i , for the original image-container, saved in Jpeg with 

QF=75: а – 10,T  (the mode equals 13, the value in mode is 19); b – 11,T  (the mode is 10, the value in 

mode is 24); c – 15,T  (the mode is 6, the value in mode is 30); d – 110,T  (the mode is 5, the value in 

mode is 41) 
 
Table 1 
Maximum and minimum values for the experiment 1,iT ,  10510 ,,,i  for image-containers, initially 

saved in Jpeg with QF=75 

10,T  11,T  15,T  110,T  

Max Min Max Min Max Min Max Min 
146 2.1 124 2.4 61 1.7 26 2 

3. Conclusions 

The paper studied the properties of the 
normalized gap of the maximum singular value 
of the image matrix blocks, a discrete function 
( )QFy , that corresponds to the image in the 

conditions of its re-saving with losses with 
different quality factors and represents the 
number of blocks in which the normalized gap of 
the maximum singular value increases as a result 
of re-saving. 

It is found that: 
1. The number of image-steganographic 

message blocks, for which normalized gap of 

the maximum singular value increases when 
re-saving with losses, is greater, than in 
mage-container regardless of the container 
format (with/without losses); 

2. The primary steganographic transformation 
of a digital image using a matrix F  
changes («lifts» along the ordinate) the graph 
of the function ( )QFy  higher, than a 
repeated steganographic transformation 
using the same matrix F ; 

3. The  higher  the  capacity  of  the  hidden 
communication channel of the primary 
steganographic transformation, the smaller 
the difference between corresponding 
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functions ( )QFy  for steganographic 
messages, obtained by single and double 
steganographic transformations, while the 
same matrix F  is used to re-embed 
additional information regardless of the 
capacity of the hidden communication 
channel of the primary steganographic 
message. 

As  a  result  of  the  studies,  one-sided 
estimates  (from above)  of  the  capacity  of  the 
hidden  communication  channel  were  obtained 
in the conditions of the image-container in the 
Jpeg format (QF=75). The conducted studies and 
the obtained results indicate that the chosen 
direction is promising for evaluating the capacity 
of the hidden communication channel of the 
primary steganographic transformation of a 
digital image and is currently being continued by 
the authors. 
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Ентропійні Трансформації Універсуму Та Об’єкта Теорії 
Захисту Інформації 
 
Кононович І.В. 1                         
1Національна академія харчових технологій, вул. Дворянська, 1/3,Одеса, 65023, Україна  

 
Анотація 
Ентропія, маючи високий рівень загальності, впливає на формування моделей та теорії 
захисту інформації. Сьогодні на роль єдиної основоположної теорії ентропії, енергії, 
інформації претендує нова ентропія (ПАНтропія) А.М. Панченкова досліджень. Метод 
дослідження передбачає порівняння аксіоматичних визначень об’єкта теорії захисту 
інформації В.П. Іванова (унівесуму) та нової концептуальної моделі і теорії. Нова 
теорія при певних допущеннях включає ентропію та негентропію у себе як часткові 
випадки. У фазовому просторі ВСС треба оперувати двоїстими локальними 
координатами: узагальненою координатою; узагальненим імпульсом. Час теж має 
двоїстий характер. Цю термінологію потрібно буде інтерпретувати до дійсності.  
Ключові слова1 
Ентропія, негентропія, ентропія Панченкова, ПАНтропия, захист інформації, аксіоми, 
структурна ентропія, двоїстість. 

 

Entropic Transformations Of The Universe And The Object Of 
Information Security Theory  
 
Kononovich I.1 
1Ntional Academy of Food Technologies, Dvoryanskaya str. 1/3, Odesa, 65023, Ukraine  

 
Abstract 
Entropy, having a high level of generality, influences the formation of models and 
theories of information security. At the same time, the notions of entropy are undergoing 
revolutionary changes. Today, the role of a single fundamental theory of entropy, energy, 
information claims a new entropy (PANtropy) A.M. Panchenkova research. There is a 
need to clarify the role of entropy representations on the objects of information and cyber 
security systems theory. The research method involves comparing the axiomatic 
definitions of the object of information security theory VP Ivanov (universe) and a new 
conceptual model and theory. The new theory almost in no way contradicts the existing 
theories of thermodynamic entropy, Shannon's information entropy, and negentropy. It 
includes them under certain assumptions as partial cases.  Duality is not enough to move 
from the Ivanov universe to the virtual continuous (VSS). In the phase space of the BCC 
it is necessary to operate with double local coordinates: generalized coordinate; 
generalized momentum. In the BCC conceptual model, the world consists of: the Entropy 
World and the Physical World. The entropy world includes entropy fields, flows, 
structures, in particular fields and flows of inertia. Time also has a dual character. There 
is astronomical time and entropy time. There are two types of BCC: inertial solid 
medium; dissipative continuous medium. Their descriptions cover movement and events. 
This terminology will need to be interpreted for the validity of security theory in further.  
Keywords 2 
Entropy, negentropy, information protection, axioms, structural entropy, duality.  
 

 
 EMAIL: irinakononovich2020@gmail.com 
 ORCID: 0000-0001-7146-3692 (A. 1);  
 
 

196

mailto:irinakononovich2020@gmail.com


1. Вступ 

Ентропія, маючи високий рівень 
загальності, впливає на формування моделей 
природознавства і, конкретно, на теорію 
захисту інформації. У той же час, зазнають 
революційних змін уявлення про ентропію. 
Велике значення мали застосування: 
термодинамічної ентропії в термодинаміці як 
функції, що характеризує міру незворотного 
розсіювання енергії; ентропії в статистичній 
фізиці, як характеристики ймовірності певного 
макроскопічного стану системи, в 
математичній статистиці, як міри 
невизначеності розподілу ймовірностей; у 
теорії інформації інформаційна ентропія 
(ентропія Шеннона) як міра хаотичності або 
невизначеності очікуваного повідомлення 
тощо. Завдяки Шедінгеру та Бріллюену, за 
допомогою негентропії отримали пояснення 
процеси впорядкованості внутрішньої 
структури, збільшення складності, зменшення 
невизначеності. Пригожин розробив теорію 
самоорганізації систем далеких від рівноваги. 
Однак це не вирішило всіх проблем. В кінці 20 
століття критика ентропії посилилась [1]. 

Сьогодні на роль єдиної основоположної 
теорії ентропії, енергії, інформації претендує    
нова ентропія Панченкова А.М. [2, 3]. Цю 
ентропію ми далі будемо коротко називати 
ПАНтропією в честь її розробника. 

Метою даного дослідження є виявлення 
ролі та розробка методології ентропійних 
уявлень в теорії інформаційної та 
кібернетичної безпеки систем з використанням 
ПАНтропії.  

2. Аксіоматичні основи теорії 
захисту інформації 

В.П. Іванов розробив аксіоматичну теорію 
захисту інформації. Його система аксіом Теорії 
захисту інформації дозволяє формувати та 
обґрунтовувати постулати та твердження 
відносно систем захисту інформації. Перші три 
аксіоми, які лежать у основах цієї теорії, 
мають такі формулювання [4]. 

Аксіома Іванова 1. «Всі наслідки і 
висновки теорії захисту інформації можуть 
бути отримані з розгляду взаємодії об'єктів-
носіїв фундаментальних понять: 

– інформація, яка підлягає захисту; 
– середовище (простір, поле) існування 

інформації, утворена як з об'єктів-носіїв 
властивостей захисту інформації, так і 
властивостей, які надають дестабілізуючий 
вплив на неї; 

– час, як годинник; 

– інерційна система». 
Логічним обґрунтуванням такого вибору 

фундаментальних понять є те, що вони 
утворюють цілісну систему, в якій інформація, 
що підлягає захисту, існує в матеріальних 
формах (поля, електричні сигнали, візуальні 
образи, ...), а середовище (простір, поле) 
існування інформації та час є обов'язковими 
атрибутами матерії. Об'єкти-носії 
фундаментальних понять теорії захисту 
інформації існують в одній інерційній системі. 
Сучасне природознавство визначає наступні 
основні форми руху: рух переміщення; рух 
зміни стану. 

Аксіома Іванова 2. «Теорія захисту 
інформації формує висновки з розгляду 
специфічної форми руху – зміни станів 
системи (зокрема захищеності системи), 
утвореної взаємодією об'єктів-носіїв 
фундаментальних понять. Процеси 
представляються у вигляді певного «ланцюга» 
змін у часі станів системи». 

Аксіома Іванова 3. «Інформація, що підлягає 
захисту, вважається захищеною, якщо вона 
захищена в кожній точці простору, що 
знаходиться на траєкторії її проходження, і в 
кожен момент часу, коли вона зберігає цінність». 

Аксіома Іванова 4. Методологічною 
підставою теорії захисту інформації є теорія 
систем, яка характеризується «своїми» 
принципами, властивостями, постулатами, 
зокрема, ентропією. 

До основних недоліків понять класичної 
ентропії С.Хайтун [див. 1] відносить наступне. 

Стосовно реальних систем трактовка 
ентропії як міри безпорядку помилкова і 
спричиняє великий негативний вплив на 
сучасну картину світу. Існуючі для ентропії 
«кількісні вирази не дозволяють безпосередньо 
визначати (вимірювати) її значення для 
реальних систем.  

Є закон зростання ентропії. В фізиці закон 
зростання ентропії «формулюється як 
еволюційний закон неперервної дезорганізації або 
руйнування початкової заданої структури [5; с. 
39]. Зі всього сказаного робиться висновок – 
виробництво ентропії позитивне у системах, у 
яких хаос виникає із порядку; так і в системах у 
яких порядок народжується із хаосу.   

Еволюція спостережуваного світу – 
неорганічного, органічного та соціального – 
йде у протилежну сторону від спрощення, в 
сторону ускладнення. Ряд вчених доводять, що 
зростання ентропії може супроводжуватись 
ростом складності навіть в ізольованих 
системах. Ускладнення пояснюються впливом 
гравітації, зменшенням складності на нижніх 
рівнях організації систем, зростанням числа 
можливих макростанів тощо. Інша частина 
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вчених намагається переосмислити базові 
поняття подібно А.Н. Панченкову. 

До аксіоми Іванова [4] можна включити 
поняття універсуму, негентропії та 
еквівалентності енергії, ентропії, інформації.  

Універсум створюється з ієрархічно та 
інтерактивно взаємопов’язаних різноманітних 
систем. «Універсум складається із 
нескінченного числа об’єктів у стані 
неперервного розвитку в умовах величезного 
різноманіття. Сюди відносяться, крім 
матеріальних часток та енергії, також різного 
роду поля, духовне життя, свідомість, емоції, 
явища культури, енергетичні колапси у 
космосі та зникнення речовини, простору і 
часу». Система розглядається як цілісна 
сукупність елементів та відносин між 
елементами. По А. Рапопорту абстрактна 
система є певною частиною універсуму, яку 
можна описати так, що певній кількості 
змінних надаються конкретні величини.   

А.М. Панченков розробив добре визначену 
аксіоматичну теорію для «описання Всесвіту 
та оточуючої нас Дійсності. Об’єктом 
концептуальної моделі та теорії виступає 
віртуальне суцільне середовище (ВСС), мірою 
досконалості якого являється» ПАНтропія [2].  

3. Порівняльний аналіз об’єктів 
теорії захисту інформації та 
теорії нової ентропії Панченкова 

«Віртуальним суцільним середовищем 
(ВСС) називається абстрактний об’єкт, який 
визначається аксіомами, що наведені в правій 
колонці табл. 1. Для порівняння аксіоми теорії 
В.П.Іванова наведені у середній колонці. 
Аксіоматичний об’єкт теорії Іванова 
описується вербально. Об’єкт концептуальної 
моделі та теорії Панченкова описується строго 
математично. Це не заважає аналізу. 

 

Таблиця1 
Порівняння аксіоматичних основ теорій В.П. Іванова та А.М. Панченкова 

 
 

№ 
п/п 

Аксіома Іванова 1. 
«Всі наслідки і висновки 
теорії захисту інформації 
можуть бути отримані з 

розгляду взаємодії об'єктів-
носіїв фундаментальних 

понять: 

Об’єкт концептуальної моделі та теорії А.М. 
Панченкова –  віртуальне суцільне середовище 

(ВСС), мірою досконалості якого являється» ПАНтропія. 
ВСС називається абстрактний об’єкт, який визначається 

аксіомами [3, с. 38]: 

A – інформація, яка 
підлягає захисту; 

 

1 ВСС знаходиться в обмеженій області простору 
,n

n RR  яка називається фазовим простором. nR  та  
,nR  n – мірний евклідовий простір та спряжений 

евклідовий простір, відповідно. 
B – середовище (простір, 

поле) існування інформації, 
утворена як з об'єктів-
носіїв властивостей 
захисту інформації, так і 
властивостей, які надають 
дестабілізуючий вплив; 

2 У фазовому просторі ВСС характеризується 
двоїстими локальними координатами: p – узагальненою 
координатою; q – узагальненим імпульсом. При цьому 

qq , де q  – конфігураційний простір; pp , де 

p  – простір імпульсу; ;n
q R  ;np R  

,pq =  де   – фазовий простір.  
C – час, як годинник; 

 
3 Функціонування ВСС відбувається параметричному 

просторі ,RJ   де J  – часовий інтервал, елементом 
якого являється параметр t – час, що поділяється на 
астрономічний час та ентропійний час.    

D – інерційна система 4 ВСС володіє щільністю ( )t,,pq = . 
E 5 Маса ВСС – є величиною, яка зберігається. 
F – визначені ентропія,  

негентропія 
6 У фазовому просторі визначена ПАНтропія ВСС. 

G – ентропія у незворотних 
процесах лише 
збільшується 

7 Екстремальним принципом ВСС являється принцип 
максимуму ентропії.  

H  –  8 Фундаментальною симетрією є двійковість» 
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Таким чином, формальне визначення 
абстрактного об’єкта – ВСС має вигляд 
кортежу S = {q, p, t, ρ | qq ; pp ; 

pq = ; ;n
q R  ;np R  

n
n RR  ; m; fH }, де fH  – ПАНтропія. 

Нова теорія майже ні в чому не заперечує 
існуючі теорії термодинамічної ентропії, 
інформаційної ентропії Шеннона та 
негентропії. Вона при певних допущеннях 
включає їх у себе як часткові випадки. 

Загальна ПАНтропія має позитивний 
смисл, але більш широкий, ніж негентропія. 
ПАНтропія – це міра досконалості ВСС та 
його структур. З іншого боку  ПАНтропія – 
це міра впорядкованості ВСС. Важливу роль 
представляє двоїсте представлення  

pqf HHH += ,  (1) 

де fH  – ПАНтропія, qH  – структурна 

ентропія, pH  – ентропія імпульсу. Крім того, 
в дисипативному віртуальному середовищі 
існує пасивна компонента ентропії, що 
входить до складу структурної ентропії – 
заморожена ентропія. Остання при деяких 
припущеннях є ентропією Больцмана, тобто 
термодинамічною ентропією. 

Для переходу від універсуму Іванова до 
ОСС не вистачає двоїстості. У фазовому 
просторі ВСС треба оперувати двоїстими 
локальними координатами: p – узагальненою 
координатою; q – узагальненим імпульсом. 
Це дасть можливість забезпечити захист як 
інформаційних процесів, так і ресурсів, 
засобів обробки інформації. 

Універсум Іванова одномірний. Він є 
сукупністю взаємопов’язаних систем чи 
об’єктів, нехай і дуже різноманітних.  

ВСС принципово принаймні двох-мірний. 
Розрізняються конфігурації та рух, які 
характеризуються складовими ПАНтропії, 
відповідно: структурна ентропія та ентропія 
імпульсу. У концептуальній моделі ВСС світ 
складається з: Ентропійного світу та 
Фізичного світу. Ентропійний світ включає в 
себе ентропійні поля, потоки, структури, 
зокрема поля та потоки інерції…». Час теж 
має двоїстий характер. Є астрономічний  час 
та ентропійний час.  

Першоосновою, за словами А.М. 
Панченкова, нової концептуальної моделі 
природознавства є Принцип максимуму 
ентропії. Всі процеси у Всесвіті та оточуючої 
нас Дійсності підпорядковуються єдиному 

принципу – принципу максимуму ентропії. 
Глобальна симетрія визначається теоремою: 
у ВСС, яке задовольняє принципу максимуму 
ентропії Панченкова, існує глобальна 
симетрія – загальна ПАНтропія зберігає 
постійне значення .constH f =   

4. Висновки 

Щоб застосувати нову концептуальну 
модель ПАНтропії для застосування в теорії 
та методології захисту інформації необхідно 
дати детальну інтерпретацію складових 
архітектури нової ентропії Панченкова. 
Маємо наступну архітектуру. «Існує два типи 
ВСС: інерційне суцільне середовище; 
дисипативне суцільне середовище. Їх 
описуванні охоплюють рух та події. 
Універсуму суцільних середовищ відповідає 
універсум різноманіть, який складається з: 
Гільбертово поля; екстремального 
приграничного шару. Подія, що 
характеризується локальною калібровочною 
інваріантністю, відбувається у зоні 
руйнування Гільбертово поля, В зоні   
руйнування Гільбертово поля» реалізується і 
екстремальний приграничний шар. Ця 
термінологія буде інтерпретована в ході 
подальшого дослідження.   

Семантичний смисл ПАНтропії на її 
складових надзвичайно широкий. 
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Abstract 
A wide range of modern therapeutic devices based on various physical principles, widely used 
in medicine, cosmetology, sports. Among them, electric massage devices occupy a worthy 
place, alternative to classic manual massage. Therapeutic electromassage procedures are 
popular, convenient and beneficial for the recovery of the body. They are widely used in the 
treatment of chronic diseases of the circulatory system, musculoskeletal system, internal 
organs, etc. The restoration of damaged muscles is especially effective, при условии, что 
параметры стимулирующих воздействий выбраны правильно. Therefore, in this work, it is 
proposed to use an information method for studying the neuromuscular system based on 
electromyography. 
The parameters of the stimulating effect do not always optimally correspond to a specific patient 
or a selected area of the body, which leads to insufficient effectiveness of therapeutic 
procedures, prolongation of rehabilitation. Elimination of shortcomings is possible due to the 
adjustment of the parameters of electrical stimuli depending on the data of myographic studies 
of a particular patient. 
Based on the data obtained by EMG, specific parameters of stimulating effects (electrical 
impulses) are selected, such as amplitude, frequency, duty cycle, etc., which makes it possible 
to implement a technical device for carrying out rehabilitation procedures. Therefore, an 
electromassage apparatus is proposed, built on the basis of a modern microcontroller, which 
allows, on the basis of EMG data, to change stimulating impulses of exposure in a fairly wide 
range, thereby realizing an individual approach to each patient and increasing the efficiency of 
therapeutic procedures. 
 
Keywords 1 
Biomedical parameters, electromyostimulator, total electromyography, electromyogram, 
neuromuscular system, musculoskeletal system, time-frequency analysis 
 
  

1. Introduction 

In the modern world, the number of factors 
negatively affecting human health is becoming 
more and more. The human body ceases to have 
time to heal itself. All this requires a search for 
new combinations of recovery methods., when 
medical devices are used in conjunction with drug 
methods, implementing various types of 
electrotherapy.  

The effectiveness of the use of electrotherapy 
devices is largely based on the use of methods and 
means of diagnostic support, which would give 
objective information about the patient's 
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condition, contributing to the successful solution 
of the problem localization of zones of influence 
for electrostimulation, correct setting and 
achievement of treatment goals. 

In order to improve the quality and speed of 
treatment, system development required, in which 
automation will be provided, allowingprovide the 
most effective treatment result. 

The ultimate goal of creating an automated 
electrotherapy system is to develop modeling 
methodsand research of control systems and 
devices percutaneous electroneurostimulation, 
characterized by adaptation to changes in 
biological objects. 
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The novelty is the development of a 
methodology for analyzing the functions of 
electrostimulating devices, which makes it 
possible to minimize negative effects during the 
stimulation procedure. 

2. Electrostimulation 

Electrical stimulation in this approach causes 
minimal changes in the treated area of the skinand 
nearby tissues, which allows to increase the 
efficiency of the treatment process. 

Skeletal muscle electrical stimulation, which 
are the basis of the musculoskeletal system, gives 
a positive healing, preventive and training effects. 

During electrical stimulation of the 
neuromuscular system, a rational choice of modes 
is importantand a combination of tonic and kinetic 
contractions, which significantly affect the 
increase in mass, development of strength, 
increased excitability and muscle performance [1, 
2]. 

Electrical stimulation is successfully 
combined with traditional drug therapy. To 
enhance metabolic and trophic processes, muscle 
tissue stimulation is performed using targeted 
stimulation and contraction of a specific muscle 
group. 

An important property of neuromuscular 
structures when irritated by electric currents, the 
dependence of excitability on the rate of change 
in the amplitude of the stimulating signal [1]. 

Depending on the signal amplitude and the 
excitation threshold of the neuromuscular 
structure, the following electrostimulation modes 
are distinguished: subthreshold, threshold and 
suprathreshold (fig. 1) [3-5]. 

 
 

 
Figure 1: Dependence of the signal amplitude 
and the excitation threshold of the 
neuromuscular structure ( а) - muscle fiber, б) – 
muscle, 1) subthreshold stimulus, 2) threshold 

stimulus, 3) submaximal suprathreshold 
stimulus, 4) maximum suprathreshold stimulus) 
 

The dependence of the amplitude of muscle 
contraction on the strength of the stimulus occurs 
according to the law of power relations: 

• Each excitatory tissue has its own 
functional reserve. 

• Each excitatory tissue has its own 
functional boundary. 

3. Electromyographic signal 
processing method 

For a qualitative and quantitative assessment 
of the state of the human neuromuscular system 
using electromyogram (EMG) the information 
method of time-frequency analysis based on 
spectrograms can be used (fig. 2, fig. 3) [6-12]. 

To conduct a quantitative analysis of 
EMG signals, it is necessary to calculate the 
following parameters of the time-frequency 
representation of the total EMG: lower and upper 
cutoff frequency, median frequency, effective 
spectrum width and a number of others [13-41]. 
These processing parameters make it possible to 
fully assess the frequency content of the EMG 
signal. 

 

 
Figure 2: Electromyogram of the muscle m. 
bicepsbrachii 
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Figure 3: Corresponding spectrogram of the 
muscle m. bicepsbrachii 
 

Let us represent the parameters of the EMG 
signal in the form of a certain finite set 

𝐴𝑚 =  {𝑎𝑖}(𝑖 =  1, 𝑚̅̅ ̅̅ ̅̅ ), (1) 
where А - the designation of this set; m – 
cardinality multitudes; аi – elements of the set. 

The elements of the set can be amplitudes, 
frequencies of the spectrum components, phase 
shifts, etc. 

Let us represent the parameters of stimulating 
influences also in the form of a finite set 

𝐵𝑛 =  {𝑏𝑖}(𝑖 =  1, 𝑛̅̅ ̅̅̅), (2) 
where B - the designation of this set; n – 
cardinality multitudes; bi – elements of the set. 

The elements of the set can be the amplitude 
and frequency of stimuli, the type of modulation, 
modulation parameters, time intervals, etc. 

Thus, the task is to determine such a 
transformation ω, which provides an 
unambiguous display of the elements of the 
number А to the corresponding elements В 

𝐴𝑚

𝜔
→ 𝐵𝑛, (3) 

EMG signal processing allows for ongoing 
monitoring the effectiveness of therapeutic effects 
due to the optimal selection parameters of 
stimulating effects. 

4. Conclusions 

Thus, carrying out qualitative and quantitative 
analyzes the structure of an EMG signal that is 
unsteady in natureand the dynamics of its 
parameters in the process of muscle contraction is 
performed based on the spectrogram, realizing 
graphical visualization of the amplitude, 
frequency and time components of the biomedical 
signal in real time. Consequently, specific 
parameters of stimulating effects can be selected 
based on the data of the EMG signal, which makes 
it possible to implement an effective technical 

device for carrying out individual therapeutic 
procedures. 
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Підвищення Кібербезпеки Комп'ютерних Мереж 
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1,2,3,4,5 Національний авіаційний університет, пр-т Любомира Гузара 1, Київ, 03058, Україна 
 

Анотація 
Розвиток комп'ютерних систем та інформаційних технологій неможливий без 
комплексного вирішення завдання підвищення ефективності передачі інформації 
спільно з вирішенням завдання захисту переданої інформації. Відомі методи і засоби 
захисту інформації вимагають додаткових матеріальних ресурсів у вигляді програмного, 
програмно-апаратного забезпечення або витрат апаратури. У роботі розглядається 
можливість підвищення кібербезпеки в діючих комп'ютерних мережах шляхом 
багатокритеріальної маршрутизації, яка враховує критерії живучості та кіберзахисту від 
несанкціонованого доступу і процесу її передачі від джерела до користувача. Ставиться 
також завдання підвищення кібербезпеки без додаткових засобів і витрат. 
 
Ключові слова 1 
кібербезпека, комп'ютерні мережі, підвищення кібербезпеки. 

 

Enhancing the cybersecurity of computer networks 
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Abstract 
The development of computer systems and information technologies is impossible without a 
comprehensive solution to the problem of increasing the efficiency of information transmission 
together with the solution of the problem of protecting the transmitted information. Known 
methods and means of protecting information require additional material resources in the form 
of software, software and hardware, or hardware costs. 
The paper considers the possibility of increasing cybersecurity in operating computer networks 
by means of multi-criteria routing, which takes into account the criteria of survivability and 
cyber protection from unauthorized access and the process of its transfer from the source to the 
user. The goal is also to improve cybersecurity without additional funds and costs. 
 
Keywords 2 
cybersecurity, computer networks, cybersecurity enhancement. 
 
  

1. Вступ і аналіз публікацій  

Аналіз досліджень і публікацій [2] дозволяє 
зробити висновок, що якість управління 
кібербезпекою залежить від співвідношення 
вартості ресурсів захисту до втрат від 
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порушення кібербезпеки. У поняття ресурсів 
включається програмне і апаратне 
забезпечення засобів захисту інформації. 
Отже, цей напрям управління кібербезпекою 
пов'язаний з додатковими програмними та 
апаратними витратами на засоби захисту. 
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Існує інший напрямок підвищення 
кібербезпеки, який пов'язаний із 
забезпеченням необхідної якості і рівня 
обслуговування в комп'ютерних мережах [3]. 
Протоколи маршрутизації в комп'ютерних 
мережах враховують в цьому випадку кілька 
критеріїв якості [4]. Напрямки та шляхи 
передачі інформації в цьому випадку 
визначаються на основі комп'ютерної 
метрики, між двома вузлами комп'ютерної 
мережі: 

𝑀 = (𝐾1𝛽 +
𝐾2

256−𝑧
+ 𝐾3𝑟)

𝐾5

𝑝+𝐾4
,  (1) 

де 𝛽 – пропускна здатність мережі; 𝑟 – час 
затримки передачі даних; 𝑝 – надійність 
передачі даних; 𝑧 – відносне завантаження; 𝐾1, 
𝐾2, 𝐾3, 𝐾4, 𝐾5 – вагові коефіціенти.  
Недостача композитної метрики (1) пов'язана 
з відсутністю теоретичного обґрунтування 
вибору її структури і параметрів. З іншого 
боку, композитна метрика (1) не враховує 
критерії якості рівня захисту переданої 
інформації від несанкціонованого доступу. 

2. Постановка завдання 

У зв'язку з цим виникає завдання 
багатокритеріальної маршрутизації, яка 
враховує критерії якості передачі інформації 
спільно з критеріями якості кібербезпеки від 
несанкціонованого доступу. 

Метою статті є рішення задачі 
багатокритеріальної маршрутизації для 
підвищення кібербезпеки користувачів 
комп'ютерних мереж. 

3. Основна частина 

Поставлену задачу будемо вирішувати 
методом математичного моделювання 
комп'ютерної мережі на графі, вершини якого 
моделюють вузли-джерела і вузли-приймачі 
інформації, а гілки графа відповідають 
каналам передачі інформації. Введемо 
систему частинних критеріїв якості, яка, з 
одного боку, характеризує якість передачі 
інформації від вузла-джерела до вузла-
приймача, а з іншого боку, характеризує 
рівень кіберзахисту переданої інформації від 
несанкціонованого доступу. Припустимо, що 
швидкість передачі даних оцінюється 
частинним критерієм якості 𝐻1

∗; час затримки 
передачі даних задається частинним критерієм 
якості 𝐻2

∗; надійність передачі даних 

враховується частинним критерієм якості 𝐻3
∗ ; 

втрати інформації або її модифікації 
оцінюється частинним критерієм 𝐻4

∗ тощо. У 
цій системі частинних критеріїв якості 𝐻1

∗ та 
𝐻2

∗ оцінюють технічні карактеристики каналу 
передавання інформації. Частинний критерій 
якості 𝐻3

∗ оцінює надійність передачі 
інформації в умовах дії внутрішніх і зовнішніх 
перешкод і збурень. Рівень кіберзахисту 
каналу передачі даних характеризується 
ризиком 𝐻4

∗  втрати інформації або її 
модифікації в процесі передачі даних. У 
системі частинних критеріїв, яка 
розглядається, частинні критерії 𝐻1

∗, 𝐻2
∗, 𝐻4

∗ 
необхідно мінімізувати, а частинний критерій 
якості 𝐻3

∗ слід максимізувати. Приведемо всі 
частинні критерії якості до випадку 
мінімізації. З цією метою максимізований 
частинний критерій якості 𝐻3

∗ замінимо на 
мінімізований частинний критерій якості 𝐻3 =
𝐻3𝑚 − 𝐻3

∗ , де 𝐻3𝑚 – максимально можливе 
значення надійності, яке задається технічними 
характеристиками каналу передачі даних. 

У загальному випадку вважається, що 
якість обслуговування і рівень кібербезпеки 
користувача оцінюється n мінімальними 
критеріями якості 𝐻1,𝐻2,𝐻3, … , 𝐻𝑛. На підставі 
технічних характеристик каналів передачі 
інформації, вимога до якості обслуговування і 
рівню кібербезопаностью задається гранично 
допустимими значеннями частинних критеріїв 
якості 𝐻1𝑚,𝐻2𝑚,𝐻3𝑚,   … ,𝐻𝑛𝑚. Потім 
переходимо до системи відносних частинних 
критеріїв якості 𝐻1/𝐻1𝑚 , 𝐻2/𝐻2𝑚 , 𝐻3/𝐻3𝑚 , 
… , 𝐻𝑛/𝐻𝑛𝑚 , діапазон і зміни яких задаються 
обмеженнями: 

0 ≤  
𝐻𝑖

𝐻𝑖𝑚 
≤ 1, 𝑖 = 1, 𝑛.  (2) 

Відомо, що задача багатокритеріальної 
оптимізації є некоректною, оскільки частинні 
критерії якості конфліктують між собою [3]. 
Покращення одного частинного критерію 
якості погіршує один або кілька інших 
частинних критеріїв. Регуляризацію 
некоректної задачі багатокритеріальної 
оптимізації зазвичай виконують лінійною 
згорткою частинних критеріїв якості з 
ваговими коефіцієнтами: 

𝐻 = ∑ 𝛼𝑖

𝑛

𝑖=1

𝐻𝑖

𝐻𝑖𝑚
,                   (3) 

де ∑ 𝛼𝑖 = 1,   𝑛
𝑖=1 𝛼𝑖 – вагові коефіцієнти. 

Результатом застосування прямолінійного 
методу згортки частинних критеріїв якості (3) 
так само як метод композитної матриці (1) 
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стикається з проблемою вибору вагових 
коефіцієнтів. Відомий метод вирішення задачі 
багатокритеріальної оптимізації, який не 
вимагає рішення проблеми вибору вагових 
коефіцієнтів. Відповідно до цього методу, 
регуляризація некоректної задачі 
багатокритеріальної оптимізації здійснюється 
скалярною згорткою за нелінійною схемою 
компромісів [4]: 

𝐽 =  ∑
1

1 −  
𝐻𝑖

𝐻𝑖𝑚
 

𝑛

𝑖=1

                      (4) 

де 𝐻𝑖 – 𝑖-й частинний критерій якості; 𝐻𝑖𝑚 – 
гранично допустиме значення частинного 
критерію якості 𝐻𝑖. 

Передбачається, на відміну від композитної 
матриці (1) і лінійної згортки (3), присвоювати 
гілкам графа не пропорційно скалярною 
величиною J, яка визначається за нелінійною 
схемою компромісу (4). 

Математична модель комп'ютерної мережі 
у вигляді графа, всі гілки якого 
розраховуються за виразом (4) дозволяє 
реалізувати многокритериальную оптимізацію 
маршрутів передачі інформації від вузла-
джерела до вузла-приймача шляхом 
мінімізації критерію якості: 

min 𝐿
𝐽

=  ∑×

𝑟

𝑗=1

∑
1

1 −
𝐻𝑖𝑗

𝐻𝑖𝑗𝑚

𝑛

𝑖=1

,              (5) 

де 𝐻𝑖𝑗 – 𝑖-й частинний критерій якості j-ої 
гілки графу; 𝐻𝑖𝑗𝑚 – гранично допустиме 
значення 𝑖-го частинного критерію якості у 𝑗-
й гілці графу; n- кількість гілок графу за 
маршрутом від вузла-джерела до вузла-
приймача. 

З урахуванням виразу (4) вираз (5) можна 
привести до виду: 

min 𝐿
𝐽

= ∑ 𝐽𝑗,

𝑟

𝑗=1

 

відомої задачі про найкоротший шлях, яка 
може бути вирішена алгоритмом Дейкстри [5] 
або паралельними засобами маршрутизації [3]. 

𝐽𝑗 = ∑
1

1 −  
𝐻𝑖𝑗

𝐻𝑖𝑗𝑚

 ,                     

𝑛

𝑖=1

(6) 

де 𝐽𝑗 – вага 𝑗-ї гілки графа математичної моделі 
комп'ютерної мережі. 
 
 

4. Висновки 

Завдання мінімізації критерію якості (6) 
відома як задача про найкоротший шлях між 
вузлом-джерелом і вузлом-приймачем. Отже, 
застосування для розрахунку ваг графа 
математичної моделі комп'ютерної мережі 
згортки з нелінійної схемою компромісів (4) 
зводить задачу багатокритеріальної 
маршрутизації до відомої задачі про 
найкоротший шлях, яка може бути вирішена 
алгоритмом Дейкстри [5] або паралельними 
засобами маршрутизації [3]. 
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Abstract  
The diversification of communication channels influenced by the development of information 
and communication technologies has made social networking services particularly popular 
among users. They provide actors with many tools not only for effective communication and 
networking in virtual communities but also for self-organization and coordination of 
interactions in real life. As a result of the diffusion of boundaries in the information space, 
social networking services have become an object of threats to the information security of the 
state. The experience of information operations against information security of the state has 
shown that because of targeted information impact on virtual communities of actors can occur 
chaotization of processes of their interaction. The result of such impact is a transition of such 
processes from online to real life in the form of mass civil protests. With the constant growth 
in the number of threats and the emergence of new methods of destructive information impact, 
the problem of their early detection and effective counteraction becomes particularly important. 
It is known that the transition of virtual community to deterministic chaos is characterized by 
increasing levels of entropy in the system. In this article, we use the kernel density estimation 
of the entropy distribution of the actors' interaction parameters in the social networking services 
to determine its dynamics to identify growth periods, preceding the system's transition to 
chaotic dynamics. Determination of the nature of entropy function's variation from time will 
make it possible to determine the moments of application of controlling influence on 
information space of the social networking services and actors, which will ensure reduction of 
the system's degrees of freedom with its subsequent transition to a given state of information 
security. In this state the structure of virtual communities’ changes because of the self-
organization of actors, providing information exchange in communities, which is resistant to 
destructive impact. Application of the proposed approach will improve the effectiveness of 
countering threats to state information security in the social networking services. 
 
Keywords  1 
Social networking services, chaotic dynamics, kernel density estimation, entropy, Rössler 
attractor 
 
  

1. Introduction 

The growing influence of social networking 
services on social communication processes has 
turned them into a leading channel of 
communication [1-5]. Under these conditions, 
social networking services have become not only 
a leading source of information due to a high 
degree of trust in the content of the services but 
also an instrument of covert influence on social 
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and political processes in the state [6-8]. Threats 
to information security of the state in social 
networking services of a communicative nature 
are connected to the realization of the needs of 
individuals, society and the state for the creation, 
consumption, dissemination, and development of 
national strategic content. Threats in social 
networking services may be aimed at influencing 
the mental and emotional state of actors, 
influencing their freedom of choice, calling for 
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separatism, the overthrow of constitutional order, 
violation of territorial integrity, discrediting state 
authorities, supporting, accompanying, or 
activating criminal or terrorist activity, etc. [9, 
10]. In the conditions of globalization of the 
national information space, absence of state 
borders in virtual information environment, 
constantly growing number of threats to 
information security of the state, the problem of 
modelling actors' interaction in virtual social 
networking services communities becomes 
especially topical. Research into processes of 
interaction between actors in the information 
space of the social networking services, 
considering the influence of threats, will make it 
possible to systematically counteract destructive 
information influence, which remains 
uncontrollable [11, 12]. 

Analysis of recent research and publications 
[13-15] has shown that one of the promising 
approaches to modelling social networking 
services as a class of complex dynamic systems is 
dynamic chaos theory. It allows considering key 
properties of social networking services – high 
sensitivity to initial conditions, as well as 
openness, nonlinearity, non-equilibrium and 
dissipativity of interaction in virtual communities. 
When interaction in social networking services 
turns to chaotic dynamics under the influence of 
information operations, not only the prediction of 
such interaction of actors becomes impossible, but 
also the system's behavior itself changes 
uncontrollably.  

Such behavioral features can occur not only in 
the virtual space of the social networking services 
but can also be reflected in the actions of citizens 
in real life. Therefore, within the framework of 
solving the problem of modelling actors' 
interaction in virtual communities of services, not 
only the synthesis of control actions but also the 
point in time at which such a measure is 
implemented, is of particular importance. This 
approach will make it possible to suppress chaotic 
dynamics of interaction and form prerequisites for 
effective counteraction to threats to state 
information security in the social networking 
services [11, 15, 16]. 

The purpose of the article is to determine a 
point in time for effective implementation of the 
control action, followed by the transition of virtual 
communities of actors in the social networking 
services from chaotic interaction with a given 
state, in which the levelling of destructive 
information influence the actors is ensured. 

To achieve the goal, the following tasks are 
required: 

1) Formalize the interaction of actors in virtual 
communities of social networking services under 
the influence of threats using irregular attractors. 

2) Estimate system entropy using kernel 
density estimation of actor interaction parameters 
in social networking services. 

3) Identify existing precursors of chaotic 
dynamics of actors' interaction in the social 
networking services and give practical 
recommendations for their early identification. 

2. Modelling actors’ interaction in 
social networking services based 
on irregular attractors 

In the case of transition of social networking 
services actors' interaction to deterministic chaos, 
it is characterized by the high sensitivity of virtual 
communities to changes in system parameters and 
the action of disturbances, in particular 
destructive information influences. Even if the 
interaction of actors in the social networking 
services is formalized by deterministic models, in 
a state of deterministic chaos, their 
communication turns into random and 
unpredictable processes (Figure 1).  

 

 
Figure 1: Social networking services as a target of 
threats 

To describe the interaction of actors in the 
social networking services when the system 
transitions to chaotic dynamics, it is advisable to 
use irregular attractors. Even though social 
networking services is a dissipative system, which 
can be either open or non-equilibrium, using the 
irregular attractors is appropriate. 

The features of irregular attractors are the 
complex geometric structure of the set of states of 
the system they describe. Such attractors are 
characterized by a simultaneous combination of 
both stability and instability. Therefore, irregular 
attractors provide a high degree of adequacy in 
describing the interaction of actors in the social 
networking services, which are taking place under 
the conditions of information confrontation. Such 
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attractors include Lorenz attractors, Rössler 
attractors, and others [17, 18]. 

2.1. Rössler chaotic system 

In general terms, the actors’ interaction in the 
social networking services using the Rössler 
irregular attractor is formalized as a system of 
differential equations [19] 

{
 
 

 
 
𝑑𝐼(𝑡)

𝑑𝑡
= 𝛾𝑅(𝑡) + 𝜃𝑍(𝑡);              

𝑑𝑅(𝑡)

𝑑𝑡
= 𝜉𝐼(𝑡) + 𝜇𝑅(𝑡);             

𝑑𝑍(𝑡)

𝑑𝑡
= 𝑎 + 𝐼(𝑡)𝑍(𝑡) − 𝑏𝑍(𝑡),

 (1) 

where 𝐼(𝑡) is the destructive information 
influence, which is carried out by the opposing 
group in the social networking services 
information space; 𝑅(𝑡)  is the function which 
characterizes the actors' ability to critically 
perceive the content and determines the level of 
information resistance to destructive information 
influence; 𝑍(𝑡) is the function that determines the 
actor's level of readiness for active actions in real 
life, which is induced by destructive information 
influence 𝐼(𝑡), 𝑍(𝑡) > 0; 𝛾 is a parameter that 

determines the level of destructive information 
influence on actors aimed at overcoming their 
information resilience and is related in inverse 
relation to 𝜃, 𝛾 < 0; 𝜃 is a parameter of actor's 
readiness level to move to active actions in real 
life; 𝜉 is an information influence that is 
performed using strategic communication 
channels and is aimed at building information 
resilience in actors, 𝜉 > 0; 𝜇 is a parameter that 
determines the actors' prior experience in 
identifying threats in the social networking 
services; 𝑎 is an integrative parameter that 
determines the actors' ability to switch to active 
actions as a result of destructive information 
influence and is formed as a result of individual 
characteristics; 𝑏 is a parameter that determines 
the actors' ability to switch to chaotic dynamics 
under the influence of destructive information 
influence. 

To simulate the interaction of actors in the SIS 
based on the synthesized model (1) were used the 
tools of Google Collaboratory environment and 
programming language Python. The bifurcation 
diagram of the system of differential equations (1) 
at values of parameters 𝛾 = 1, 𝜉 = 1, 𝜃 = 1, 𝜇 =
0.2, 𝑎 = 0.2, 𝑏 = {1; 10} is constructed, which is 
presented in Figure 2. 

 
Figure 2: Bifurcation diagram of the Rössler attractor 

Rössler bifurcation diagram is similar in nature 
and behavior to the logistic transformation 
bifurcation diagram (Figure 2 a, b) [20, 21] 

𝑥𝑛+1 = 𝑟𝑥𝑛(1 − 𝑥𝑛). (2) 

2.2. Determination of the 
chaotization metric of the system 
based on entropy 

To simplify the calculations, we further 
analyze the behaviour of Rössler system in the 𝑍-

plane based on the analysis of the bifurcation 
diagram of the logistic transformation. 

It is known from analysis of sources [22, 23] 
that a marker of chaotic dynamics appearance in a 
system is a senior Lyapunov exponent. Despite 
the developed mathematical apparatus associated 
with the study of dynamical systems and their 
behaviour based on Lyapunov exponents, this 
approach has an analytical character. In practice, 
it leads to post-analysis based on a statistical 
retrospective analysis of the system parameters.  
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(a) the control parameter 𝑟 ∈ (2.5; 4); 

 
(b) the control parameter 𝑟 ∈ (3.8; 4); 

Figure 3: Bifurcation diagram of the logistic transformation 
It is well known that the bifurcation diagram in 

its physical sense describes possible states of the 
system depending on the control parameter 𝑟 [24-
26]. Each "slice" of the bifurcation diagram 
{𝑋𝑖(𝑟)} describes a set of system states 𝑥𝑖𝑗 ∈
𝑋𝑖(𝑟), 𝑗 ∈ (1; 𝑖𝑛𝑓) is the number of system states 
in the 𝑗-th "slice" of the bifurcation diagram. We 
will determine the entropy of the system based on 
a preliminary analysis of the probability density 
of states 𝑆𝑖𝑗, for this purpose we use the 
mathematical apparatus KDE (Kernel Density 
Estimation) [27]. Therefore, we transform the 

sequence of "slices" into the sequence of 
estimates of kernels of normalized probability 
density distribution – 𝑝𝑖(𝑥). 

To determine the entropy of the system at 
known values of the probability density 
distribution, we use the expression for Shannon's 
entropy [28] 

𝐸𝑖 = −∫𝑝𝑖(𝑥)𝑙𝑜𝑔2(𝑝𝑖(𝑥))𝑑𝑥. (3) 

Thus, for each set of states 𝑋𝑖(𝑟) the entropy 
𝐸𝑖 is obtained. The variation of the entropy value 
is shown in Figure 4.

 
(a) the control parameter 𝑟 ∈ (2.5; 4); 
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(b) the control parameter 𝑟 ∈ (3.8; 4); 

Figure 4: Shannon's entropy for the logistic mapping at different values of the parameter 𝑟 

3. Modelling results 

The analysis of the bifurcation diagram and 
entropy suggests the following: 

1. Local maximums of entropy are observed at 
bifurcation points, which is interpreted by a 
temporal increase in uncertainty. It can be related 
to an abrupt change in the behaviour of social 
networking services’ actors because of destructive 
information influence on virtual communities 
[29, 30]. Actors need some transition period to 
form their viewpoint on the events in the 
information space to further interact with other 
actors and virtual communities. 

2. The life cycle of the virtual community of 
actors in social networking services is followed by 
changes in indicators of their interaction from 
stationary (characterized by a decrease in entropy 
value) to chaotic dynamics (entropy growth). The 
result of passing the bifurcation point by the 
system is structural changes in virtual 
communities – the number of participants, 
creation of new associations, interaction through 
likes, reposts and distribution of given content. 

3. The transition of actor interactions in the 
social networking services to chaotic dynamics is 
accompanied by a rapid increase in the value of 
entropy 

𝑑𝐸

𝑑𝑡
≫ 𝑀.  

4. In the field of chaotic dynamics of actors’ 
interaction in the social networking services, the 
entropy of the system tends to the maximum, as 
the probability density distribution approaches 
uniformity. If the number of states of the virtual 
community of actors is 𝑁, then under the 
conditions of transition to chaotic dynamics 
 𝑁 → ∞. In this case, the probability of being the 

virtual community in one of these states is defined 
as uniform distribution 

𝑝 =
1

𝑁
  

Then the entropy is defined as 

𝐸 = −∑𝑝𝑖 log2 𝑝𝑖

𝑁

𝑖=1

= −∑
1

𝑁

𝑁

𝑖=1

log2
1

𝑁
.  

From where 

𝐸(𝑁 → ∞) = lim
𝑁→∞

(−∑
1

𝑁

𝑁

𝑖=1

log2
1

𝑁
 ) = 

= lim
𝑁→∞

(−𝑁
1

𝑁
log2𝑁) = lim

𝑁→∞
log2𝑁. 

4. Practical guidelines 

Considering the results of the modelling of 
actor interactions in virtual communities, the 
following practical recommendations for 
identifying precursors of chaotic dynamics are 
given: 

1. Applying Rössler chaotic system for 
modelling actors' interaction in social networking 
services under the destructive information 
influence and conduct of information 
confrontation allows describing the transition of 
citizens' potential to active actions in real life. 
Therefore, it is reasonable to apply the proposed 
approach to modelling interactions in virtual 
communities when developing and improving the 
subsystem of information space monitoring 
within the framework of the state information 
security system in the social networking services. 

2. The simulation of virtual communities in the 
social networking services based on the chaotic 
Rössler system is appropriate for monitoring the 
interaction of groups of actors created and/or 
managed by an opposing force. Actors of such 
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virtual communities are potentially used to 
participate in mass protests and unrest in real life. 
Therefore, timely identification of signs of their 
transition to chaotic dynamics based on entropy 
indicator (3) will allow responding in advance to 
changes in the situation in the social networking 
services information space. 

5. Conclusions 

Simulation of actors' interaction in the social 
networking services based on irregular attractors 
investigates the processes of transition of 
communication in the information space of 
services into chaotic dynamics, in which 
associations of actors become unmanageable. The 
application of irregular attractors helps 
considering the effect of destructive information 
influence on actors in the social networking 
services in the conditions of information 
confrontation. To achieve this, interaction in the 
information space of services is modelled using 
the Rössler irregular attractor, which enables the 
formalization of interaction not only online but 
also the transition of actors to acts of defiance in 
real life. For early detection of signs of transition 
to chaotic dynamics, we propose to use the kernel 
density estimation of the entropy distribution of 
interaction parameters of actors in the social 
networking services to determine its dynamics to 
identify periods of growth. Thus, the analysis of 
entropy value dynamics changes indicates a 
transition of virtual community to chaotic 
dynamics and promptly applies methods of its 
suppression. 
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Abstract  
The article examines issues related to the characteristics of cyber terrorism, as well as related 
concepts of terrorism and cyberspace. The definitions of these concepts are given. The types of 
cyber threats directly related to cyber terrorism are identified. The differences and similarities 
of the mentioned cyber threats are described. A structure that reflects the main features of cyber 
terrorism, which should be included in the model of cyber terrorism is presented.  
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1. Introduction 

Advances in computer technology, coupled 
with the widespread availability of inexpensive, 
effective development tools and the availability of 
free knowledge on the Internet, have allowed 
cyber terrorists to improve their methods and 
conduct attacks remotely, damaging their 
intended targets. This opens up new opportunities 
for individuals and groups willing to engage in 
illegal activities to advance their shared goals, 
beliefs and agendas, invisible and often 
undetected through cyberspace, thereby creating 
new varieties of criminal threats. Generation of 
cyber terrorism; use of cyberspace to carry out 
activities classified as “terrorist”. Cyber terrorists 
can launch attacks through cyberspace and the 
virtual world, uniting the physical world and 
cyberspace [1]. Connectivity has become a central 
element of government institutions, critical 
infrastructures (telecommunications networks, 
finance, transportation and emergency services), 
culture and education. [2] Many critical private, 
public, national and military infrastructures can be 
vulnerable to cyberattacks as they continue to rely 
on legacy traditional security solutions rather than 
comprehensive and sophisticated cyber defense 
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[3]. Cybercrime, cyberterrorism, and 
cyberwarfare are all common topics in the 
cybersecurity field. Physical terrorism and cyber 
terrorism have some common elements and a 
common goal, namely terrorism. However, cyber 
terrorism remains a vague concept, and there is a 
lot of controversy around its precise definition, 
goals, risk factors, characteristics and preventive 
strategies [4]. Cybercrime and cyberterrorism are 
often used interchangeably, or the term 
“cybercrime” can be used to refer to 
cyberterrorism, thereby blurring the distinction 
between the two, especially for the general public. 
Cyberattacks are still considered one of the 
highest priority risks for national security around 
the world [5, 6]. 

2. Characteristics of terrorism 
and cyberterrorism 

Despite the inherent advantages of information 
technology, dependence on information 
technology has made countries and societies far 
more vulnerable to cyberattacks such as computer 
intrusions, program encryption, undetected 
internal threats in network firewalls, or cyber 
terrorists. The decentralized nature of the Internet, 
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on the one hand, ensures the relative anonymity of 
users, and on the other, makes it insecure and ill-
suited for tracking intruders or preventing their 
abuse by the internal openness of cyberspace [7]. 

Most researchers agree that a precise definition 
of cyber terrorism is needed, both for theoretical 
research and for the implementation of practical 
applications. At the same time, it is emphasized 
that this concept is multidisciplinary in nature, 
and should reflect the legal, economic, 
technological aspects of the problem. The 
definition should indicate the main characteristics 
or principles of the concept, as well as the range 
of real or potential scenarios to which the term 
cyber terrorism can be applied [8]. Defining cyber 
terrorism is even more difficult due to its abstract 
nature associated with understanding how certain 
incidents occur in cyberspace. Without a clear 
definition of the basic concepts, researchers 
cannot analyze the same sentences, therefore 
conceptualization is a necessary initial stage of 
research. 

Since cyber terrorism is a combination of the 
terms “cyberspace” and “terrorism”, it is 
important to clearly define these terms. 

"Cyber" in cyber terrorism refers to 
cyberspace. It is a prefix that is commonly added 
to a number of subgroups dealing with issues in 
the cybersecurity discourse, including, but not 
limited to, cybercrime, cyberwar, cyber 
espionage, and of course cyber terrorism. 
Cyberspace, unlike terrorism, is an accepted term. 
It refers to the virtual world, including the Internet 
and other computer communications 
infrastructure, which consists entirely of 
computers, algorithms, computer networks and 
data. According to [9], a cyberattack is “a 
deliberate computer-to-computer attack that 
disrupts, disables, destroys, or takes over a 
computer system, or damages or steals the 
information it contains”. While cyberattacks 
themselves take place in cyberspace, they can 
have repercussions in the physical world. 

Unlike cyberspace, terrorism is a term for 
which there is no agreed definition. However, 
there are a number of similar aspects that are 
broadly agreed upon. [10] contains a definition 
and criteria for what constitutes terrorism: 

«...the deliberate creation and exploitation of 
fear through violence or threat of violence in the 
pursuit of political change. All terrorist acts 
involve violence or the threat of violence. 
Terrorism is specifically designed to have far-
reaching psychological effects beyond the 
immediate victim(s) or objects of the terrorist 

attack. It is meant to instill fear within, and 
thereby intimidate, a wider “target audience” 
that might include a rival ethnic or religious 
group, an entire country, a national government 
or political party, or public opinion in general. 
Terrorism is designed to create power where 
there is none or to consolidate power where there 
is very little. Through the publicity generated by 
their violence, terrorists seek to obtain the 
leverage, influence, and power they otherwise 
lack to effect political change on either a local or 
an international scale.» 

In this way, terrorism is separated from other 
types of crime and irregular warfare (see Table 1). 
For a response, having a criterion to distinguish 
terrorists from other threats is of particular 
importance in cyberspace, where attribution can 
be particularly difficult. 

 
 
Table 1 
Characteristics of Terrorism 

Number Characteristics 

1 Ineluctably political in aims and 
motives 

2 Violent - or, equally important, 
threatens violence 

3 Designed to have far-reaching 
psychological repercussions 
beyond the immediate victim or 
target 

4 Conducted either by an 
organization with an identifiable 
chain of command or conspiratorial 
cell structure (whose members 
wear no uniform or identifying 
insignia) or by individuals or a small 
collection of individuals directly 
influenced, motivated, or inspired 
by the ideological aims or example 
of some existent terrorist 
movement and/or its leaders; 

5 Perpetrated by a subnational group 
or non-state entity. 

Source: [10]. 
 

Based on the definition of terrorism, a set 
of criteria for cyber terrorism can be formed (see 
Table 2). 
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Table 2 
Characteristics of Cyberterrorism 

Number Characteristic 

1 Executed via cyberspace 

2 Ineluctably political or ideological 
in aims and motives 

3 Violent or threatens violence 

4 Designed to have far-reaching 
psychological repercussions 
beyond the immediate victim or 
target 

5 Conducted either by an 
organization with an identifiable 
chain of command or conspiratorial 
cell structure (whose members 
wear no uniform or identifying 
insignia) or by individuals or a small 
collection of individuals directly 
influenced, motivated, or inspired 
by the ideological aims or example 
of some existent terrorist 
movement and/or its leaders 

6 Perpetrated by a subnational group 
or non-state entity 

Source: [10]. 
 

The term "cyber terrorism" was 
introduced in the 1980s. There is still no 
agreement in the international community as to 
what kind of cyber activity is cyber terrorism [11]. 
In [12-15] the following definition of cyber 
terrorism is given: 

«Cyberterrorism is the convergence of 
cyberspace and terrorism. It refers to unlawful 
attacks and threats of attacks against computers, 
networks and the information stored therein when 
done to intimidate or coerce a government or its 

people in furtherance of political or social 
objectives. Further, to qualify as cyberterrorism, 
an attack should result in violence against 
persons or property, or at least cause enough 
harm to generate fear. Attacks that lead to death 
or bodily injury, explosions, or severe economic 
loss would be examples. Serious attacks against 
critical infrastructures could be acts of 
cyberterrorism, depending on their impact. 
Attacks that disrupt nonessential services or that 
are mainly a costly nuisance would not.» 

Other definitions of cyber terrorism are 
rather derivatives of this basic one. For example 
[16]: 

«Cyberterrorism is the convergence of 
terrorism and cyberspace. ... unlawful attacks and 
threats of attack against computers, networks, 
and the information… done to intimidate or 
coerce a government or its people in furtherance 
of political or social objectives...to qualify a 
cyberterrorism, an attack should result in 
violence against persons or property, or at least 
cause enough harm to generate fear». 

3. Cyberterrorism and other 
Cyberspace Threats 

The authors of the book [17] propose to 
consider all actions carried out by a terrorist cell 
or an individual via the Internet as cyber 
terrorism. The UN Office on Drugs and Crime has 
classified six ways the Internet is used for terrorist 
activities: propaganda (recruitment, radicalization 
and incitement); financing; preparation; planning 
(through secret communication and information 
from open sources); execution; and cyberattacks. 
Depending on the criminals involved and their 
motivation, cyber attacks can be classified into the 
types of cyber threats presented and defined in 
Table 3. 

 
Table 3 
Cyberspace Threats 

N Cyber Threats Definition 

1 Hacktivism the emergence of popular political action, of the self-activity of groups of 
people, in cyberspace. It is a combination of grassroots political protest with 
computer hacking. Hacktivists operate within the fabric of cyberspace, 
struggling over what is technologically possible in virtual lives, and reaches out 
of cyberspace utilising virtual powers to mould offline life. Social movements 
and popular protest are integral parts of twenty-first-century societies. 
Hacktivism is activism gone electronic [18]. 
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N Cyber Threats Definition 

2 Cyberwarfare actions by a nation-state to penetrate another nation's computers or networks 
for the purposes of causing damage or disruption [19] 

3 Cybercrime use of computers or other electronic devices via information systems to 
facilitate illegal behaviours [20] 

4 Cyber-
espionage 

cyber espionage involves obtaining secret or classified information without 
permission from individuals, companies or governments for economic, political 
or military advantage using illicit means through the Internet, networks and/or 
computers, and can involve cracking or malicious software such as Trojan 
horses and spyware [21] 

5 Chaotic 
Actors, 
Vigilantes 

agents that have operated in cyberspace, such as criminals, hacktivists, 
industrial spies, nation states, terrorists, and insiders, there are also new 
challenging threats, such as chaotic actors, vigilantes, and regulators [22] 

 

As shown in Table 4, there are a number 
of overlaps between cyberattacks that create a 
cyber threat, demonstrating confusion from the 
media and other actors who mislabel cyberattacks. 
For example, the distinction between hacktivism 
and other forms of cyber activity is especially 
important because acts of hacktivism have been 
flagged as cyber terrorism in a number of 
publications. While there is a definite difference 

between cyber terrorism and hacktivism, the 
purpose of the latter is not to maim, kill or 
intimidate; although the means to achieve the 
desired results may be similar. Consequently, 
"hacktivism does highlight the threat of cyber 
terrorism, the potential for people without moral 
constraints to use methods similar to those 
developed by hackers to wreak havoc." 

 
 
Table 4 
Other Cyber Threats v. Cyberterrorism 

Cyberterrorism Criteria 
Hackt
ivism 

Cyberw
arfare 

Cyber
crime 

Cyberesp
ionage 

Chaotic 
Actors 

Vigilant
es 

Cyberter
rorism 

Executed via cyberspace        

Ineluctably political or ideological in aims 
and motives 

✓ ✓ X - - ✓ ✓ 

Violent or threatens violence X - X X - - ✓ 

Designed to have far- reaching 
psychological repercussions beyond the 
immediate victim or target 

X - X X - X ✓ 

Conducted either by an organization with 
an identifiable chain of command or 
conspiratorial cell structure (whose 
members wear no uniform or identifying 
insignia) or by individuals or a small 
collection of individuals directly influenced, 
motivated, or inspired by the ideological 
aims or example of some existent terrorist 
movement and/or its leaders 

- X - - X -- ✓ 

Perpetrated by a subnational group or non-
state entity. 

✓ X - - ✓ ✓ ✓ 
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Likewise, although cyber terrorism and 
cyber warfare are different, they have similarities; 
to attack computers, networks and information 
stored in them and cause damage in pursuit of 
political or ideological goals. In the case of cyber 
terrorism, its very nature must be violent and must 
be designed to be terrifying. While cyber war can 
lead to violence and have psychological 
consequences that go beyond the immediate 
victim or purpose, it can be argued that such 
effects are accidental and not necessary, as in the 
case of cyber terrorism. Consequently, cyber 
attacks by nation states cannot be considered acts 
of cyber terrorism. These distinctions between 
different cyber threats are important as they 
enable smarter countermeasures. 

4. Framework of Cyberterrorism 

The structure reflecting the main objects 
and processes of cyber terrorism to be modeled is 
shown in Fig. 1. It consists of three main sections: 
Operating Forces, Techniques и Objectives. 

Five forces are considered: 
characteristics, purpose / focus, types, capabilities 
and social factors. Each workforce, in turn, has a 
number of related subclauses. Operational forces 
provide the context in which cyber terrorism 
operates. Various high-level techniques are 
presented. These high-level techniques are 
supported by a variety of information gathering 
and computer and network security techniques. 
The objectives are similar to the motivation for 
standard terrorist activities, although there are 
some differences to show more pronounced 
intent. 

 
Operating 
Forces 

Characteristics 
Cheap 

Anonymous 
Varied 

Enormous 
Remote 
Direct 
Effect 

Automated 
Replicated 

Fast 

Target/Focus 
Transportation 

Utilities 
Financial sector 

Telecomms 
Emergency Services 

Government 
Manufacturing 

Types of Terrorism 
Religious 
New Age 

Ethnonationalist Separatist 
Revolutional 

Far Right Extremist 

Capabilities 
Education 
Training 

Skill 
Expertise 

Financial support 
Resources 

Intelligence 
Insider knowledge 

Social Factors 
Culture 
Beliefs 

Political Views 
Upbringing 

Personality Traits 

Techniques Practices 
Deface web sites 

Distribute disinformation 
Spread propaganda DOS using 

worms and viruses 
Disrupt crucial systems 
Corrupt essential data 

Steal credit card info for funds 

Attack Levels 
Simply Unstructured 
Advanced Structured 

Complex Co-
ordinated 

Modes of Operation 
Perception 

Management & Propoganda 
Disruptive Attacks Destructive 

Attacks 
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Objectives Malicious Goals 
Protest Disrupt Kill/Maim 

Terrify Intimidate 
Meet demands 
Sensitive Info 

Affect crucial services 
Publicity Solicit money 

Support Functions 
Recruitment 

Training 
Intelligence 

Reconnaissance 
Planning 
Logistics 
Finance 

Propaganda 
Social Services 

Figure 1: Framework of Cyberterrorism (Source: [23]) 
 

The framework's contribution is to organize 
the area of cyber terrorism and provide its context 
for analytical review and in-depth modeling. The 
operational forces describe the various benefits of 
using cyberterrorism, the intended systems to be 
attacked, and the terrorist's mindset. The 
"Techniques" section discusses the classification 
of attack tactics. The "Objectives" section 
discusses the immediate objectives of the attacker 
and also distinguishes between cyberterror 
activities and helper functions that can be used by 
computers and networks (which are often 
confused with cyberterrorism). This discussion 
helps to clarify important details regarding the 
functional thinking of cyber terrorists, as well as 
clarify which aspects of cybercrime and hacking 
will be used. 

5. Conclusion 

Cybercrime, regardless of how it is defined or 
classified, can have devastating consequences for 
computerized networks. Until a universally 
effective solution to this universal problem is 
found, the strength of a cybersecurity governance 
regime will depend on an information security 
management system that emphasizes a 
comprehensive cyber risk assessment that takes 
into account all possible threats to an 
organization's business, including internal and 
external threats. Modeling the technologies and 
processes for conducting cyberattacks, and not 
least the behavior of attackers, should lead to the 
construction of effective systems for ensuring the 
cybersecurity of critical infrastructures. The 
classification of cyber threats given in the article, 
the definition of cyber terrorism and its 
characteristics should focus the attention of the 
model developer on the processes and entities that 
should be reflected in the models of cyber 
terrorism in the first place.  
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Abstract  
The article is aimed at developing methodological support for environmental monitoring using 
modeling methods, which will optimize the number of studied indicators and facilitate the 
processing, interpretation and visualization of the results. Developed methodology envisages 
the following stages: formation of the initial set of partial indicators; factor analysis of partial 
indicators and reduction of those with a factor load of less than 60%; structuring a set of partial 
indicators (selection of components and calculation of integrated indicators); application of 
matrix analysis for grouping of monitoring objects. 
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1. Introduction 

Sustainable development involves the 
harmonization of development and functioning of 
environmental, economic, and social areas. The 
interaction between these areas is embodied in the 
formation of the outline of direct and indirect 
relation between the supervision and dynamics of 
their development and the results achieved. The 
problem of sustainable development is complex, 
as part of its solution it is advisable to monitor the 
economy, social area, and the state of the 
environment using methods that would take into 
account the complexity and difficult predictability 
of this process.  

ICT play a significant role in the 
transformation of sustainable development 
approaches. Issues of organization and 
digitalization of monitoring the functioning of 
certain areas of sustainable development, of large 
amounts of information (variety baselines), of the 
complexity of their processing and interpretation 
of results, and of the formulation of conclusions 
require knowledge-intensive approaches. 
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This article is aimed at developing 
methodological support for environmental 
monitoring using modeling methods, which 
optimize the number of studied indicators and 
facilitate the processing, interpretation and 
visualization of the results. 

2. Methodology  

Ensuring environmental monitoring within the 
developed methodology envisages the following 
stages: formation of the initial set of partial 
indicators; factor analysis of partial indicators and 
reduction of those with a factor load of less than 
60%; structuring a set of partial indicators 
(selection of components and calculation of 
integrated indicators); application of matrix 
analysis for grouping of monitoring objects. 

As the initial set of monitoring indicators is 
large, in conditions of insufficient time it is 
advisable to use methods of data reduction [1]. 
One of such methods is the factor analysis which 
is widely applied in ecological science in various 
directions [2–5]. 
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Within the framework of the proposed 
approach, the first stage determines the number of 
factors that should be identified within the 
reduction of monitoring indicators. The initial set 
of partial indicators takes part in the analysis. 

The essence of the analysis is that during the 
sequential selection of factors, they include less 
and less variability of monitoring indicators. 
Therefore, the decision on when to stop the 
procedure for the selection of factors depends 
largely on the analysis purposes, but one of the 
recommendations to streamline the process of 
selecting the number of factors is to consider the 
scree plot. 

Next, it is proposed to structure the initial set 
of indicators for monitoring, which remained after 
the factor analysis. Structuring is done by 
identifying the components that will be followed 
by a generalized assessment of the environment. 
All selected components correspond to the main 
components of the living environment for 
monitoring of which the initial set was formed and 
which includes the following indicators: 

IA   – integral indicator of the atmosphere 
assessment;  

IW – integral indicator of the water resources 
assessment; 

IS – integral indicator of the soil assessment; 
IWs – integral indicator of the wastes 

assessment; 
IF – integral indicator of the forest resources 

assessment; 
INR – integral indicator of the nature reserves 

and hunting grounds assessment.  
To calculate the integrated components of the 

above indicators, it is proposed to use the entropy 
method [6], the stages of which (adapted to the 
objectives of the environmental monitoring) are 
the formation of a set of partial indicators and 
their assessment, standardization of partial 
indicators taking into account their impact on the 
environment, and calculation of the value of 
entropy of the environment features and integral 
indicators for estimation of its components. 

This approach allows us to take into account 
that the greater the entropy of any partial indicator 
that characterizes a certain feature of any 
component of the environment, the more 
disordered the ecological system would be as a 
whole. If the entropy of the trait, expressed as a 
partial exponent, is insignificant, then its weight 
in the total set of traits is also insignificant [6]:  

𝑅(𝑆𝑖) = ∑ 𝐻𝑗𝑏𝑖𝑗

𝑛

𝑗=1

,    𝑖 = 1, 𝑚, 
 

(1) 

where 𝑅(𝑆𝑖) – integral value of the object; 
𝐻𝑗 – the entropy of j-th feature; 
𝑏𝑖𝑗 – quantitative assessment of j-th feature of i 
object; 
m – number of objects; 
n – number of features.  

Matrix analysis is used in this work to 
visualize the results of monitoring which 
facilitates their interpretation and the possibility 
of obtaining homogeneous groups of objects of 
the study by positioning them in different 
quadrants of matrices. Having a group of objects 
in the study we can isolate their common 
characteristics. To do this, we offer three matrices 
or positioning planes: 

• Atmosphere – Water resources (IA – IW).  
• Soil – Wastes (IS – IWs). 
• Forest resources – Nature reserves and 
hunting grounds (IF – INR).  
Accordingly, the axes of these matrices are 

integrated indicators for assessing the six selected 
components of the environment. 

To determine the boundaries of the quadrants 
of the matrices, the range of values of the 
integrated indicators for environment components 
estimation can be divided into three parts by the 
golden ratio. The golden ratio is such a 
proportional division of a segment into unequal 
parts in which the whole segment belongs to the 
larger part as much as the largest part belongs to 
the smaller one; or in other words, the smaller 
segment refers to the larger as the larger segment 
refers to all [7]: 

𝑌𝐵

𝐴𝐵
=  

𝐴𝐵

𝑌𝐴
= 𝛼, 

 
(2) 

where YB, AB, YA – parts of a segment or 
numerical series. 

Depending on the defined conditions and 
features of research objects development, as well 
as properties and role which they carry out in a 
system, nine functions of distribution of the 
investigated sample are allocated: chaos, 
development of elements, development of 
properties, development of relations, balance of 
functions of development and preservation, 
preservation of relations, preservation of 
properties, preservation of elements, and collapse 
[7]. Environmental monitoring objects can be 
considered as systems with connections and 
elements. Since the development of this system is 
unbalanced, in certain periods of time it even 
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contains signs of chaos, the most suitable function 
to describe these processes can be defined as 
“development of elements” with the appropriate 
percentage distribution of parts of the range of 
values: [0,0; 0,328) – low, (0,329; 0,735) – 
medium level, (0,736; 1,0) – high level]. 

3. Results  

At the first stage we formed an initial set of 
partial indicators for assessing the ecological 
sphere of sustainable development of the country 
– its environment. 

The environment has the following main 
components that affect health and quality of life: 
air, water, soil, wastes, forests, nature reserves and 
hunting, etc. These components are reflected both 
in international indices that assess various aspects 
of habitat quality and in statistics to assess the 
development of regional environments. Based on 
this, it is proposed to monitor the environment 
using the following partial indicators (Table 1). 

 
Table 1 
Partial indicators for environmental monitoring 

Symbol Partial indicators 

n.1 Emissions of carbon dioxide into the 
air from stationary sources of 
pollution, thousand tons  

n.2 Emissions of pollutants into the air 
from stationary sources of pollution, 
thousand tons  

n.3 Emissions of pollutants into the air 
from stationary sources of pollution 
per square kilometer, tons 

n.4 Emissions of pollutants into the air 
from stationary sources of pollution 
per person kilometer, kg 

n.5 Emissions of suspended solids into 
the atmosphere from stationary 
sources of pollution, thousand tons 

n.6 Emissions of sulfur dioxide into the 
air from stationary sources of 
pollution, thousand tons 

n.7 Emissions of nitrogen dioxide into 
the atmosphere from stationary 
sources of  
pollution, thousand tons  

n.8 Emissions of carbon monoxide into 
the air from stationary sources of 
pollution, thousand tons 

Symbol Partial indicators 
n.9 Emissions of non-methane volatile 

organic compounds into the 
atmosphere from stationary sources 
of pollution, thousand tons 

n.10 Emissions of ammonia into the 
atmosphere from stationary sources 
of pollution, thousand tons 

n.11 Emissions of methane into the air 
from stationary sources of pollution, 
thousand tons  

n.12 Drawing of water from natural water 
objects, million m3  

n.13 Drawing of water from natural water 
objects per person, m3 

n.14 Water loss during transportation, 
million m3  

n.15 Use of fresh water, including fresh 
and sea water, million m3 

n.16 Use of fresh water, including fresh 
and sea water, used for the needs of 
the national economy and 
population, million m3 

n.17 Water saving drawing through the 
circulating and recycling water 
supply, million m3  

n.18 General drainage, million m3 
n.19 Discharge of return waters into 

surface water objects, million m3 
n.20 Discharge of contaminated return 

water into surface water objects, 
million m3 

n.21 Discharge of contaminated return 
water without purification into the 
surface water objects, million m3  

n.22 Discharge of insufficiently treated 
contaminated return water into 
surface water objects, million m3 

n.23 Discharge of normatively clean 
without treatment return water into 
surface water objects, million m3 

n.24 Wastewater treatment facilities, 
million m3  

n.25 Application of mineral fertilizers per 
hectare of acreage, kg  

n.26 Application of organic fertilizers per 
hectare of acreage, tons  

n.27 The area of crops fertilized with 
mineral fertilizers, thousand 
hectares 
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Symbol Partial indicators 
n.28 The area of crops fertilized with 

organic fertilizers, thousand 
hectares 

n.29 Areas where pesticides were used, 
thousand hectares  

n.30 Waste generation, thousand tons  
n.31 Waste generation of I–III classes of 

danger, thousand tons 
n.32 Waste generation per square 

kilometer, tons  
n.33 Waste generation per capita, kg 
n.34 Waste disposal, thousand tons 
n.35 Utilization of wastes of I–III classes of 

danger, thousand tons 
n.36 Waste incineration, thousand tons 
n.37 Waste disposal in dedicated places 

and facilities, thousand tons  
n.38 Removal of waste of I-III classes of 

danger in specially designated places 
and facilities, thousand tons 

n.39 Waste disposal in fly-tipping, 
thousand tons 

n.40 Total amount of waste accumulated 
during operation in waste disposal 
sites, thousand tons 

n.41 Total amount of waste accumulated 
during operation in waste disposal 
sites per square kilometer, thousand 
tons 

n.42 Total amount of waste accumulated 
during operation in waste disposal 
sites per person, thousand tons 

n.43 Area of forest destruction, hectares   
n.44 Number of forest fires, units  
n.45 The area of forest lands covered by 

fires, hectare 
n.46 Area of burned and damaged forest, 

m3 
n.47 Area of reforestation, hectares  
n.48 Area of afforestation, hectares  
n.49 Area of transfer of forest areas of 

natural regeneration into land 
covered with forest vegetation, 
hectares 

n.50 Area of transfer of forest areas into 
land covered with forest vegetation, 
hectares 

n.51 Number of illegal felling, units 
n.52 Damage caused to forestry, millions 

of Ukrainian hryvnia  
n.53 The area of hunting lands provided 

for use, thousand hectares 

Symbol Partial indicators 
n.54 Land area of nature reserves, 

biosphere reserves and national 
nature parks, hectares 

n.55 Number of wild animals (ungulates) 
by objects on the territory of which 
the lands are located, thousand 
heads 

n.56 Number of wild animals (fur animals) 
by objects on the territory of which 
lands are located, thousand heads 

n.57 Number of wild animals (game birds) 
by objects on the territory of which 
the lands are located, thousand 
heads 

 
The composition of environmental monitoring 

objects may vary and depends on the objectives. 
In particular, it can be conducted at the global and 
national levels: for countries, regions, cities or 
other territories and settlements. 

In this article, the objects of monitoring are 
defined as regions (administrative-territorial 
units) of Ukraine which have different 
characteristics of the environment due to different 
levels of industrial development, climate, 
geographical location, state of natural resources, 
and other factors. 

Data collection of partial indicators for 
environmental monitoring in statistical sources 
allowed us to establish that the objects of 
monitoring have significant differences in the 
values of partial indicators n.1 – n.57. For 
example, the discrepancy between the maximum 
(233,7 thousand tons in the Donetsk region) and 
the minimum (0,2 thousand tons in the 
Transcarpathian region) values of sulfur dioxide 
emissions into the air was 1168,5 times (Table 2).  

 
Table 2 
Values of partial indicators for environmental 
monitoring, 2017 (fragment) [8]  

The monitoring object 
Values 

n.5 n.6 n.7 

Vinnytsia region 17,0 71,9 10,6 

Volyn region 1,4 0,4 0,5 

Dnipropetrovsk region 86,5 66,8 31,2 

Donetsk region 76,2 233,7 44,8 

Zhytomyr region 2,7 1,0 1,6 

Transcarpathian region 0,4 0,2 0,7 

Zaporizhya region 13,1 79 31,9 

Ivano-Frankivsk region 37,3 129,6 14,5 
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The monitoring object 
Values 

n.5 n.6 n.7 

Kyiv region 12,4 14,3 4,8 

Kirovograd region 4,0 0,9 1,4 

Luhansk region 10,4 33,3 8,1 

Lviv region 8,4 39,8 6,8 

Mykolayiv region 3,6 0,7 2,6 

Odessa region 3,6 1,9 2,4 

Poltava region 6,3 7,4 10 

Rivne region 2,6 0,6 2,8 

Sumy region 3,5 3,1 3,2 

Ternopil region 1,5 0,3 1 

Kharkiv region 6,5 11,3 7,8 

Kherson region 1,2 0,7 0,3 

Khmelnytsky region 2,8 2,5 5,3 

Cherkasy region 8,8 5,0 10 

Chernivtsi region 0,9 0,4 0,3 

Chernihiv region 3,9 6,4 3,6 

Consideration of the scree plot (Fig. 2) allows 
a researcher to determine the place where the 
decline in the eigenvalues of the factors from left 
to right is slowed down as much as possible. In 
this graph, this place corresponds to the number 
of factors equal to six. But the maximum 
variability of the initial indicators is explained by 
the first and second factors (Table 3). 

 

 
Figure 1: Graph of eigenvalues of environmental 
monitoring factors (scree plot) 

 
Table 3 
Eigenvalues of factors obtained by the principal 
components’ method 

Factor  Eigenvalue 
% Total – 

variance 

Cumulative 

– 

Eigenvalue 

Cumulative 

– % 

1 21,2 37,28 21,2 37,3 

Factor  Eigenvalue 
% Total – 

variance 

Cumulative 

– 

Eigenvalue 

Cumulative 

– % 

2 7,2 12,6 28,4 49,8 

3 5,9 10,3 34,3 60,1 

4 4,6 8,1 38,9 68,3 

5 3,0 5,3 41,9 73,5 

6 2,5 4,4 44,4 77,9 

As can be seen from table 3, the first and 
second factors explain 49,83%, i.e. half of the 
variance of the initial indicators of environmental 
monitoring, and all six factors – 77,92% of the 
total variance. Therefore, in the process of factor 
analysis, it is possible to identify either two main 
factors (factor 1 and factor 2) and to reduce those 
indicators of environmental monitoring that are 
not included in their composition or to identify six 
factors and to reduce those indicators of 
environmental monitoring that are not included in 
their composition. 

Leaving for analysis factors 1 and 2 and 
reducing the indicators of environmental 
monitoring which have a factor load of more than 
60% and explain 49,83% of the total variance, the 
following results were obtained: 

• Composition of factor 1 “Dangerous”: 
n.1, n.2, n.3, n.4, n.5, n.6, n.7, n.8, n.11, n.18, 
n.19, n.20, n.21, n.22, n.24, n.33, n.34, n.35, 
n.37, n.40, n.41, n.42. 
• Composition of factor 1 “Permissible”: 
n.12, n.13, n.15, n.16, n.25, n.44, n.45, n.46, 
n.47, n.49, n.51, n.55, n.56. 
Thus, factor 1 includes monitoring indicators 

that characterize the negative phenomena of the 
environment: emissions of hazardous substances 
into the atmosphere, different types of waste 
generation, etc. Given the composition of the 
indicators that fall into factor 1, it can be called 
“Dangerous” because it has a negative impact on 
the environment.  

Factor 2 includes monitoring indicators that 
characterize less dangerous phenomena: water 
intake and its use for various purposes, application 
of mineral fertilizers to soil, etc. Given the 
composition of the indicators of factor 2, it can be 
conditionally called "Permissible" because it has 
a permissible and, in some cases, positive impact 
on the environment. 

According to the criterion of factor load less 
than 60%, the following indicators were reduced: 
n.9., N.10, n.14, n.17, n.23, n.26, n.27, n.28, n.29, 
n.31, n.32, n.36, n.38, n.39, n.43, n.48, n.50, n.52, 
n.53, n.54, n.57. 
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The six selected factors include indicators that 
characterize areas of environmental monitoring 
such as air and water pollution by various types of 
hazardous substances (factor 1 and factor 3); 
wastes management (factor 3); use of natural 
resources for different purposes (factor 2); 
restoration of forest resources (factor 4); soil 
management (factor 5); loss of forest stands 
(factor 6). 

Factors 1–3 were the largest in terms of the 
number of included indicators, and only one 
indicator was included in factor 6, which 
corresponds to the general rule of factor analysis 
– reduction of the number of indicators included 
in each subsequent selected factor due to reduced 
variability of indicators. 

The analysis allowed us to conclude that the 
minimum number of factors that can be identified 
is two factors, and the maximum is six factors. 
And in addition, the logic of this study allowed us 
to recommend the second option of factor analysis 
according to which there are six factors 
influencing the environment which explain the 
maximum indicators variability. 

Thus, as a result of the reduction, the initial set 
of environmental monitoring indicators was 
reduced from 57 to 45. 

After calculating the entropy of integrated 
indicators that characterize the state of the 
selected components of the environment (Fig. 1), 
we carried out the positioning of monitoring 
objects in three matrices, for example, the matrix 
“Soil–Wastes” is presented in Fig. 2. 

 

LH

[names of five 
regions]

MH

[names of 
twelve regions]

HH

[name of one 
region]

LM

[names of four 
regions]

MM

[name of one 
region]

HM

LL

[name of one 
region]

ML HL

Wastes (Iws)

Soil (Is)

1,0

0,735

0,328

0,7350,328 1,0  
Figure 2: Positioning of monitoring objects in the 
matrix “Soil–Wastes” 

 
Characteristics of matrix quadrants are the 

following: 
HH – high assessment of soil – high level of 

wastes management; 

HM – high assessment of soil – medium level 
of wastes management; 

HL – high assessment of soil – low level of 
wastes management; 

MH – medium assessment of soil – high level 
of wastes management; 

MM – medium assessment of soil – medium 
level of wastes management; 

ML – medium assessment of soil – low level 
of wastes management; 

LH – low assessment of soils – high level of 
wastes management; 

LM – low assessment of soil – medium level 
of wastes management; 

LL – low assessment of soil – low level of 
wastes management.  

Coordinates of positioning points in the matrix 
are the following: Ukraine (0,371; 0,735); 
Vinnytsia region (0,134; 0,773); Volyn region 
(0,623; 0,775); Dnipropetrovsk region (0,144; 
0,234); Donetsk region (0,384; 0,710); Zhytomyr 
region (0,462; 0,777); Transcarpathian region 
(0,707; 0,776); Zaporizhzhya region (0,109; 
0,761); Ivano-Frankivsk region (0,671; 0,769); 
Kyiv region (0,574; 0,772); Kirovograd region 
(0,072; 0,639); Luhansk region (0,392; 0,769); 
Lviv region (0,571; 0,764); Mykolayiv region 
(0,241; 0,762); Odessa region (0,072; 0,775); 
Poltava region (0,321; 0,686); Rivne region 
(0,710; 0,775); Sumy region (0,215; 0,738); 
Ternopil (0,469; 0,776); Kharkiv (0,070; 0,740); 
Kherson region (0,352; 0,761); Khmelnytsky 
region (0,354; 0,774); Cherkasy region (0,362; 
0,776); Chernivtsi region (0,658; 0,777); 
Chernihiv region (0,230; 0,775). 

The quadrants that are on the line of 
development of monitoring objects from the worst 
to the best condition are Dnipropetrovsk, 
Donetsk, and Rivne regions.  

 

4. Conclusions 

The given methodology for environmental 
monitoring with use of methods of mathematical 
modeling allows a researcher to draw conclusions 
with regard to a habitat condition as a whole in the 
country, to define the most dangerous state of 
ecology according to its administrative units, and 
to analyze results of an environment condition 
assessment according to its components. 

The proposed methodology support provides 
the implementation of the complex approach to 
the establishment of monitoring of an ecological 
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component of sustainable development and to 
strengthen its scientific substantiation. Its 
advantage is the ease and high implementation 
opportunities through ICT tools to reduce the time 
of monitoring and systematic analysis for clear 
conclusions and recommendations for more 
effective implementation of the concept of 
sustainable development. 
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Abstract  
In the transition and post-quantum periods, the problem of cybersecurity is significantly 
aggravated. The potential compromise of the best symmetric (AES-256) and asymmetric (RSA-
240) cryptosystems when an attacker uses quantum computers puts forward a number of 
security requirements for such systems. Today, a number of approaches are used to solve the 
problem of increasing cryptographic strength. Classic, which boils down to solving the problem 
of distributing encryption keys and new, the essence of which is to create promising 
cryptosystems based on new mathematical principles. The latter approach is based on cognitive 
cryptography, dynamic chaos theory, constructive, quantum and post-quantum cryptography, 
DNA algorithms, proxy models of cryptosystems, attribute-based cryptosystems, batch and 
non-commutative cryptography. The greatest interest from the point of view of security today 
is integrated cryptography. Thus, in previous works on this topic, it was proposed to create a 
symmetric cryptosystem based on differential transformations. The principle of functioning of 
this cryptosystem does not differ from the principles of functioning of classical symmetric 
cryptosystems. The only difference is that a symmetric cryptosystem based on differential 
transformations is based on the Fredholm integral equation of the first kind, the encryption key 
for which is its core. Special requirements for choosing an encryption key for a symmetric 
cryptosystem based on differential transformations are the requirements regarding its 
continuity, innate and symmetric. Following these requirements, the article offers a spectral 
model of the encryption key for the corresponding cryptosystem, which is built on the basis of 
differential transformations of Academician of the National Academy of Sciences of Ukraine 
G. E. Pukhov. It is shown that the spectral model of the encryption key for a symmetric 
cryptosystem on differential transformations is the sum of discret differential spectra for 
different values of the integer argument. Representation of the encryption key in the form of a 
spectral model makes it possible to implement encryption and decryption procedures by a 
symmetric cryptosystem using differential transformations in real time in the future. 
 
Keywords  1 
Encryption key, spectral model, symmetric cryptosystem, differential transformations, 
cybersecurity, image, T-spectrum, discrete, numeric argument, Fredholm integral equation of 
the first kind. 
 

1. Introduction 

Cybersecurity has now become a cornerstone 
on the agenda for many countries around the 
world. The computerization of all spheres of state 
and civil society activities, as well as the mass 
access of citizens to information technologies, 
threatens their use for illegal and terrorist 
purposes. It is possible that the fact of carrying out 
a cyberattack by one state against another can be 
regarded as the beginning of aggression from 
cyberspace. That is why in the world and Ukraine, 
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scientist’s eyes are increasingly focused on 
cybersecurity issues. 

Based on the assessment of the current state of 
Science and technology, it becomes obvious that 
in the next 10 years there will be a breakthrough 
in the use of quantum computers for solving 
cybersecurity problems [1]. The most pessimistic 
predictions show that quantum cryptanalysis 
based on Grover's algorithm will halve the 
stability of all symmetric cryptographic 
mechanisms [2–4]. Plans to create a 100-qubit 
quantum computer by 2024 significantly 
exacerbate this problem [5, 6]. 
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2. The Latest Studies and Printed 
Works Analysis 

Analysis of recent studies and publications 
[1, 8–11] and others has shown that a number of 
new approaches to ensuring the cryptographic 
stability of symmetric cryptosystems are currently 
known. In the transition and post-quantum period, 
the approaches described in [1, 8–13] will also be 
relevant. 

At the same time, there are other alternatives 
to the established classical approaches. In 
particular, general approaches to creating a new 
class of cryptosystems are described in [14, 15], 
but specific cryptographic mechanisms for their 
implementation are not given. 

In [16], the idea of creating symmetric 
cryptosystems based on the Fredholm integral 
equation of the first kind was developed, and in 
[17] the requirements for choosing an encryption 
key were formalized. However, the key 
generation mechanism and its spectral model are 
not given. 

3. Purpose 

The purpose of this article is to develop a 
mechanism for generating an encryption key for a 
symmetric cryptosystem based on differential 
transformations and obtain its spectral model.  

4. Concept presentation 

Based on [18], the encryption key ( ),K x s  is 
the core of the Fredholm integral equation of the 
first kind [16, 17] 

 

( ) ( ) ( ), , ,
b

a

K x s z s ds u x a x s b=   ,  

 
where ( )z s  – plaintext; 

( )u x  – cipher. 
There are many special features for choosing 

an encryption key for the Fredholm cryptosystem, 
which can be applied to the function of the initial 
wiggle [19] 

 

( ) ( ) ( )
1

,
m

l l
l

K x s g x q s
=

= . (1) 

To obtain an analytical spectral model of the 
encryption key (1), we will use differential 
transformations of Academician of the National 
Academy of Sciences of Ukraine G. E. Pukhov 
[20–23], the use of which for solving 
cybersecurity problems was first described in the 
monograph [24]. 

According to [20–23], differential 
transformations are transformations of the form 

 

( ) ( )
( )

0
!

kk

k
t

d x tHX k x k
k dt

•

=

 
= =  

  

 

( ) ( )
0

kk

k

tx t X k
H

•

=

=

 
=  

 
 ,  

(2) 

 
where ( )x t  – the original, which is a continuous, 
differentiable infinite number of times and 
bounded together with all its derivatives, function 
of a real argument t ; 

( )X k  and ( )x k  equivalent notation of the 
differential image of the original representing a 
discrete (lattice) function of an integer argument 

:0,1, 2,...k = ; 
H  – a scale steel that has the dimension of an 

argument t  and is often chosen equal to the 
segment 0 t H   on which the function is 

considered ( )x t ; 
•  – a symbol of correspondence between the 

original ( )x t and its differential image 

( ) ( )X k x k= .  
To the left of the symbol •  is a direct 

transformation that allows you to find the image 

( )X k  behind the original ( )x t , and to the right 
is a reverse transformation that allows you to get 
the original behind the image in the form of a 
power series, which is nothing more than an 
otherwise written Taylor series centered at a point 

0t = . 
Differential images ( )X k  are called 

differential T-spectrum, and the values of the  
T-function ( )X k  for specific argument k  values 
are called samples. 

Using the direct transformation (2) and the 
general property of the product of functions in the 
image domain for differential transformations 
[20–23] for expression (1), we obtain  
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( ) ( )

( ) ( ) ( ) ( )
1 1

, ,

,
m m

l l l l
l l

K x s K x k

g x q s g x Q k

•

•

= =



 
 (3) 

 
where ( )lg x  – constant;  

( )lQ k  – original image ( )lq s , 

( )
( )

0
!

kk
l

l k
s

d q sHQ k
k d s

=

 
=  

  

. 

Let the function ( )lq s  belong to a class of 

power functions, i.e. ( ) n
l lq s s= .  

Then, according to [20–23], its image from the 

general form ( )
( )

0
!

kk
l

l k
s

d q sHQ k
k d s

=

 
=  

  

 will be 

reduced to an expression  

( ) ( )
, ,

0, .

n
n l

l l
H k nQ k H ъ k n

k n

 =
= − = 



 

Taking this into account, the right-hand side of 
expression (3) will have the form 

 

( ) ( ) ( )
1

,
m

n
l l

l
K x k g x H ъ k n

=

= − , (4) 

 
where ( )ъ k n−  – displaced “teda”, 

( )
1, ,
0, .

k n
ъ k n

k n
=

− = 


  

We find in general the differential spectra for 
model (4), substituting sequentially the values of 
the integer argument :0,1, 2,3.k =  If, for example 

2n = , we have: 
 

for :0k =  

( ) ( ) ( )2

1
,0 0 2 0;

m

l l
l

K x g x H ъ
=

= − =  (5) 

 
for :1k =  

( ) ( ) ( )2

1
,1 1 2 0;

m

l l
l

K x g x H ъ
=

= − =  (6) 

 
for : 2k =  

( ) ( ) ( )

( )

2

1

2

1

,2 2 2

;

m

l l
l

m

l l
l

K x g x H ъ

g x H

=

=

= − =

=





 (7) 

for 3k   

( ) ( ) ( )2

1
, 3 3 2 0.

m

l l
l

K x k g x H ъ
=

 = − =  (8) 

 
Thus, the spectral model of the encryption key 
( ),K x k  for a symmetric cryptosystem on 

differential transformations in general form in the 
image domain under the accepted conditions is the 
sum of the discretits found (5)–(8), i.e. 

 

( ) ( ) 2

1
,

m

l l
l

K x k g x H
=

= .  (9) 

 
We give examples of constructing a spectral 

model of the encryption key for a symmetric 
cryptosystem based on differential 
transformations based on the initial data given in 
[25]. So according to [25] the encryption key 
( ),K x s xs= . Then expression (4) is simplified 

and takes the form 
 

( ) ( ), 1K x k xHъ k= − . (10) 
 
Changing the value of the integer argument 
:0,1,2,...k =  by analogy with expressions (5)–

(8), we obtain the differential spectrum discretits 
for the desired spectral model. 

 
For :0k =  

( ),0 0K x = ; (11) 
 

for :1k =  

( ),1K x xH= ; (12) 
 

for 2k   

( ), 2 0K x k  = . (13) 
 
So, for the example given in [25], taking into 

account the discrete found (11)–(13), the desired 
spectral model of the encryption key (4) is 
determined by the expression 
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( ),K x k xH= , m l= . 
 
We present a graph of the functions of the 

encryption key (fig. 1 a) and its T-spectrum 
(fig. 1 b) for the found model (10). 

 
 
 

 
 
 
 
 
 
 
 
 

a) 
 
 
 
 
 
 
 
 
 

b) 
Figure 1: Encryption key function-original (a) and 
its differential T-spectrum (b) – image 

 

5. Conclusions 

In this paper, a mathematical model of the 
encryption key for a symmetric cryptosystem 
based on differential transformations is proposed 
for the first time. The resulting spectral model in 
the image domain is the sum of discretits for 
specific argument k  values. The model meets the 
requirements put forward in [19], and its 
convergence with the results of known studies 
[25] confirms its adequacy. 

The direction of further research will be the 
formation of a set of possible keys for a symmetric 
cryptosystem based on differential 
transformations and obtaining their Spectral 
models. The main purpose of the resulting model 
is its use in a symmetric cryptosystem on 
differential transformations during encryption and 
decryption in voice message transmission systems 
(VoIP-traffic).  
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Abstract  
Cybersecurity as a relatively new science covers quite a large number of areas, most of which 
are still in their infancy. The basis of cybersecurity, like any exact science, is mathematics. But 
the non-stationary and at the same time nonlinear nature of phenomena and processes occurring 
in cyberspace places special requirements on the mathematical tools used in cybersecurity. On 
the one hand, it should be adapted as much as possible for solving specialized problems, on the 
other hand, such mathematical tools should describe the phenomena and processes that are 
being studied quite fully and adequately. Today, in the field of cybersecurity, mathematical 
tools based on set theories, graphs, logic, probabilities, etc. are widely used. A special place in 
this field today is given to data mining, simulation, situational and cognitive modeling, 
parametric and structural synthesis of information security systems. The article develops the 
idea of applying in the field of cybersecurity the well-known mathematical apparatus of 
differential transformations of Academician of the National Academy of Sciences of Ukraine 
G. Pukhov, which has already found wide application in other branches of science and 
technology-electronics, electrical engineering, mechanics, chemical technologies, space 
research, etc. For this purpose, examples of the use of differential transformations for 
constructing models of cyberattack patterns for attack detection systems, mathematical models 
for assessing the level of security of information and telecommunications systems from zero-
day cyberattacks by security analysis systems, and for building new cryptographic systems are 
given. The prospects for applying differential transformations to study the processes of 
interaction in social networks, as an example of sociotechnical cybernetic systems, are shown. 
 
Keywords  1 
Cybersecurity, differential transformations, original, image, model, cyberattack pattern, 
security level, system of differential equations, graph model, differential game.  
 

1. Introduction 

Differential transformations of Academician 
of the National Academy of Sciences of Ukraine 
G. E. Pukhov [1] have now become an effective 
tool for studying nonlinear and non-stationary 
processes in many branches of Science and 
technology. One of the first applied applications 
of differential transformations was their use for 
solving electrical engineering problems [1]. Over 
time, differential transformations began to be used 
to solve problems in radio engineering [2], 
mechanics [3], heat engineering [4], optimal 
control [5], computer engineering [6], and Space 
Research [7]. Such a wide range of applications of 
differential transformations is due to their 
significant advantages over the known LaPlace, 
Fourier, Mellin, and Taylor-Cauchy integral 
transformations. The main advantage of 
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differential transformations over the integral 
transformations mentioned above is the 
possibility of their application for the correct 
solution of nonlinear problems described by a 
fairly wide class of systems of Integral and 
differential equations [1]. 

In the field of cybersecurity, as is known [8], 
most of the phenomena and processes that occur 
in information security systems are non-
stationary. Many of them can be described and are 
already described by systems of linear and 
nonlinear inhomogeneous differential equations. 
For example, today models of various malicious 
software samples such as SIS, SIR, SAIR, PSIDR, 
described by systems of differential equations, are 
widely known [8]. Some processes, such as the 
encryption process for a new type of symmetric 
cryptosystems, are described by Integral 
Equations [9].  
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Therefore, given the prospects of differential 
transformations as a modern mathematical tool, it 
is considered appropriate to expand the scope of 
its application in the interests of Applied 
Solutions to cybersecurity problems. 

2. The Latest Studies and Printed 
Works Analysis 

For the first time, the use of differential 
transformations for solving cybersecurity 
problems was proposed in [10]. Their main 
purpose was to solve linear and nonlinear 
inhomogeneous systems of differential equations 
that describe the processes of attacking 
information in information security systems. 
During 2009-2010, the theoretical foundations of 
modeling the processes of attack on information 
and its protection based on differential 
transformations were developed. The result of the 
research was the publication of the corresponding 
monograph [11]. Over time, differential 
transformations found a place in the creation of 
symmetric cryptosystems [12] and began to be 
used to construct patterns of potentially dangerous 
cyber attacks [13]. There is still no unified vision 
of the role and place of differential transformation 
in the field of cybersecurity. 

3. Purpose 

The purpose of the article is to systematize the 
well-known areas of application of differential 
transformations of Academician of the National 
Academy of Sciences of Ukraine G. E. Pukhov in 
the field of cybersecurity and determine further 
promising ways of their implementation in this 
industry.  

4. Concept presentation 

The essence and content of differential 
transformations are described in the works of their 
author, for example in [1] and others. let's 
consider an example of their application for 
differential game modeling of cyberattack 
processes [10, 14]. 

Example. Let the change in cybersecurity 
States in a computer network be described by a 
graph model (fig. 1). 
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Figure 1: Cybersecurity state change graph model 

 
In fig. 1 the following designations are 

accepted: 
( ) zP t  – probabilities of a computer network 

being in one of the cybersecurity states 0,z c=  at 
some point in time t ;  

( ) 0zP t  – zero initial conditions when a 
computer network is in one of the cybersecurity 
states 0,z c=  at a time 0t ; 

 z  – intensity of recovery streams of 

infected hosts on the computer network, 0,z c= ;  
 z  – intensity of streams infection of hosts 

in the computer network with malware, 0,z c= .  
Circles on fig. 1 indicates the cybersecurity 

States in which the computer network may be 
located. Above the transition Arrows are the 
corresponding flow intensities that put the 
network in the corresponding states. 

According to the above example (see fig. 1) it 
is necessary to build a differential game model of 
the cyberattack process on a computer network 
and assess its level of security under the accepted 
conditions. 

Solving the example. Let's make a system of 
Kolmogorov-Chapman differential equations. 
The number of equations in a given system is 
determined by the number of states in which a 
computer network can be located (see fig. 1). The 
following general rule should be followed when 
compiling the system: 

on the left side of each equation of the system 
is the derivative of the probability of a certain ( z
-th) state;  

on the right - the sum of the products of the 
probabilities of all states from which the arrows 
enter this state, on the intensity of the 
corresponding information flows, minus the total 
intensity of all flows that bring the system out of 
this state, multiplied by the probability of this ( z
-th) state. 

235



Based on the above rule we have 
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Let us impose additional (initial) conditions on 

System (1) that will provide it with a single 
solution 

 
( )0 0 1P t = , ( ) ( )2 0 0 0cP t P t= = = , (2) 

 
we will also define the rationing conditions 
 

( ) ( ) ( )0 0 2 0 0 1cP t P t P t+ + + = . (3) 
 

In the differential game setting [11], the 
intensity of flows z  and  z  are called 
strategies of players of cyber attack and cyber 
defense, respectively, and are limited in their 
boundaries 

 
max0 z z   , (4) 

  
max0 z z   , (5) 

 
where maxz  and maxz  – are the maximum 
flow intensities in the z -th state, respectively.  

Using the method of differential 
transformations [1], we obtain a spectral model of 
cybersecurity states  
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When receiving the system (6), the condition 

is assumed that the constant H  duration Т  of 
infection of the computer network with malware. 

Assigning sequentially integer values to the 
argument :0,1,k =  according to the spectral 
Model (6), we find the discrete of differential 
spectra for the desired model ( )0 1P k + , i.e. 

 
( ) ( )0 0 00 1P P t = =  , ( )0 1P = . (7) 

 
Let's find the best strategies for allocating 

players resources opt
z  і opt

z , game price I   
(level of protection of the computer network from 
the malware) and, in fact, the model ( )0P t  itself, 
which is the trajectory of the game. 

To do this, we will present the board I  with a 
general integral model 
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When players choose a minimax strategy  
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using a direct differential transformation [1], the 
fee (8) is defined in terms of differential spectrum 
discretion ( )0P k  (7) as 
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To find optimal strategies 0
opt  and 0

opt  
allocate available resources (4) and (5), we 
examine functionality I  (9) for an extremum 
(expression (9) takes the form of a functional 
when the values of the corresponding discretes (7) 
are substituted for it). 

The necessary conditions for the existence of 
the extremum of the functional ( )0 0,I    (9) 
allow us to determine the optimal strategies of 
players: 
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Sufficient conditions for the existence of the 

extremum of functional ( )0 0,I    (9) allow us to 
determine the sign of the found extremums, i.e. 
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Fulfilling the condition of existence saddle 

point  :  
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indicates that it is inappropriate for players to 
deviate from their optimal strategies (10), since 
any deviation from the optimal strategy by one of 
the players will inevitably lead to losses in the fee, 
provided that the optimal strategy is chosen by the 
other player, that is 
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So, if there is a saddle point   (12), then when 

players choose the optimal strategies (10), the 
price of the game – the level of protection of the 
computer network from the malware I   is 
determined from the board (9). 

When moving to the time domain using the 
inverse transformation [1], the trajectory of a 
differential game-a differential game model of the 
cyberattack process on a computer network 

( )0
optP t , provided that players choose optimal 

strategies (10), will have the form 
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In all other cases – 
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Thus, the given example shows the potential 

possibilities of using differential transformations 
in modeling cyberattack processes on computer 
systems and networks in the case of describing 
malicious software samples by systems of 
differential equations. 

5. Conclusions 

The article provides an overview of one of the 
examples of using differential transformations to 
solve cybersecurity problems. After analyzing 
other well-known examples of the use of 
differential transformations [15] in conclusion, 
we note that they can also be used to solve 
problems in cryptology. 
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Abstract 
This paper considers methods for software code protection from modifying and illegal 
distribution. Including methods based on digital watermarks, and zero digital signs. One of 
the promising methods of program code protection is the KeySplitWatermark method. The 
paper considers it and the possibility of modernization. 
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1. Introduction 

The problem of software protection from 
attackers appeared with the advent of the first 
commercial program. Despite the modernization 
of software development, delivery, and integrity 
facilities, the annual cost of distributing 
unlicensed software is approximately $46.3 
billion. Although in recent years the percentage 
of unlicensed software in the world has 
decreased from 39% to 37%, the problem of 
protecting software code and programs in general 
will remain relevant. This problem is especially 
important for the post-Soviet space, so in 
Ukraine the percentage of unlicensed software is 
82%, in Russia 62% and in Belarus 82%, which 
is similar to the indicators of developing 
countries in Africa (Nigeria 80%, Kenya 74%, 
Zambia 80% ) [1].  

It should be noted that not only unlicensed 
distribution can cause damage, attackers can 
embed malicious elements in the program, use 
separate modules of the program, etc. (Figure 1). 
1
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Figure 1. Possible software attacks  

2. Methods of program code 
protection 

To reduce the loss from unlicensed 
distribution and embedding malicious elements 
in the program code, software developers are 
forced to use a variety of protections. 

Some of the most common methods of 
software removal are: 

1. Adding program code to prevent intrusions; 
2. Obfuscation of the program code; 
3. Digital watermarks [2]. 
Obfuscation - is the process of code 

reorganization, primarily aimed at complicating 
the disassembly of software code by an attacker. 
It involves modifying a program, or adding code 
to a program to increase its complexity. 

The main methods of obfuscation: 
• Formatting transformations that change only 
the appearance of the program. This group 
includes conversions that delete comments, 
indents in program text, or rename IDs. 
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• Transform data structures that change the 
data structures that the program works with. 
This group includes, for example, 
transformations that change the hierarchy of 
class inheritance in a program, or 
transformations that combine scalar variables 
of the same type into an array. 
• Convert a program's control flow to change 
the structure of its control flow graph, such as 
sweeping loops, selecting code snippets into 
procedures, and more. 
• Preventive transformations that target 
certain decompilation methods or use bugs in 
certain decompilation tools. 
The downside of obusfuscation is the 

complexity of the development process and 
modernization of software, and the software after 
obusfuscation may be more complex and slower 
[3]. 

To ensure the integrity of the software, 
developers add to the programs special modules 
that to check software integrity. Such code 
blocks check the hash values of the program and 
its components, encrypt and decrypt the program 
code, or monitor the status of the program 
(respond to incorrect data or commands, etc.). 

To protect the program from hacking, you 
need to make sure that it "works as intended" 
even if attacker tries to interrupt, control or 
change the execution of the program code. 

It should be noted that this is different from 
obfuscation, where the goal is to make it more 
difficult for an attacker to understand and read 
the program. 

The disadvantages of this method are the 
increase in the number of resources for the 
operation of the program, as it requires additional 
resources of the protection module. Such 
modules may also conflict with other software. 
Also, such modules can interfere with the 
operation of parts of the program or other 
programs. 

In practice, the line between protection 
against unauthorized access and obfuscation is 
blurred: a program that is more difficult to 
understand because it has been confusing will 
also be more difficult to modify and attack. 

Digital watermarks are special secret 
messages that are embedded in the program code 
or program data, they serve to confirm the 
authorship and preserve the integrity of the data. 

Since its inception, digital watermarks have 
been commonly used for multimedia data 
embedded in various signal characteristics 

(frequency, brightness, color, etc.). However, 
over time, digital watermarks began to be used to 
protect software. 

3. Watermark type 

According to the methods of embedding in 
the program code, digital watermarks are divided 
into static and dynamic. Static watermarks are 
embedded in program code or data as opposed to 
dynamic ones, which store the watermark during 
program execution. [4] 

According to their characteristics, digital 
watermarks are divided into: 

• Fragile. Digital watermarks that are 
impossible to detect, with the slightest 
modification. Used to control integrity; 
• Semi-fragile. Digital watermarks that can 
withstand some changes in the carrier digital 
watermark. Is used to detect an attack; 
• Reliable. Watermarks are resistant to all 
types of attacks. Used for authentication and 
authentication. 
There are various types of embedding digital 

watermark in the program, the most common of 
which are: 

1. Replacement of the code; 
2. Replacement of code logic; 
3. QP algorithm; 
4. QPS algorithm; 
5. Digital watermark on the basis of graphs. 
The downside of digital signs is that the 

digital watermark increases the size of the 
program. Static watermarks cannot fully protect 
data and require additional protection methods 
[4]. 

Watermarks and protection against 
unauthorized access are also related. In fact, if 
perfect protection against unauthorized access 
were available, it would be easy to add 
watermarks, watermarks should be combined 
with any trivial algorithm to protect against 
unauthorized access, and an attacker would not 
be able to find or destroy the tag. Precisely 
because there is no perfect protection against 
unauthorized access, you need to worry about 
masking watermarks. 

It is assumed that an attacker who can find a 
watermark will also be able to change the 
program to destroy the sign [5]. A graphical 
representation of the digital watermark is shown 
in Figure 2. 
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Figure 2. Graphic representation of a digital 
watermark 

4. Zero digital watermark 

One of the methods of solving the problems 
of digital watermarks is "zero watermarks". 

A traditional digital watermark hides 
information about the owner or creator of an 
object or objects group of objects somewhere 
inside that object. This hidden information can 
later be used for many purposes: maintaining 
integrity, detecting intentional or accidental 
interference, protecting data copyright, etc. 

Zero watermarks, unlike "normal" digital 
watermarks, are not embedded in program code. 
Program, data, or code structure is used to 
generate a null character. 

Also, one of the advantages of zero digital 
characters is that they are resistant to 
compression of the embedded object. 

Graphical representation of the zero digital 
sign is shown in Fig. 3. 
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Figure 3. Graphical representation of the zero 
digital watermark 

 
Zero digital watermarks are widely used in 

medicine [6] [7] to protect patient data, but zero 
digital signs can also be used to protect software. 

One example of zero digital watermark 
algorithms for program code protection is the 
algorithm considered by KeySplitWatermark [8]. 
There are also algorithms for fragile digital 
watermarks to protect the database from 
modifications [9].  

These algorithms use statistical data and 
asymmetric encryption using a certification 
authority to generate digital watermarks. The 
characteristics of this type of digital watermarks 
indicate the prospects for their use to protect 
software code from unauthorized changes or 
from unlicensed distribution. 

5. KeySplitWatermark Algorithm 

KeySplitWatermark algorithm is presented by 
a group of developers from different universities 
around the world such as China, Pakistan, India 
and others. KeySplitWatermark is a new 
approach based on a blind zero watermark to 
protect software source code from cyberattacks. 

KeySplitWatermark first analyzes the 
program code to determine the keywords, and 
then divides the code into sections based on the 
selected keyword. The algorithm generates a 
unique key using keywords and the program 
code itself. If you have any copyright concerns in 
the future, you can use this key to verify 
ownership. The implementation algorithm does 
not make any changes to the program code to 
create watermarks, and the extraction algorithms 
do not require the use of watermarks as input, 
which makes it blind (zero digital sign). 

The watermark algorithm consists of two 
components; embedding and removing 
watermarks. Watermark embedding is performed 
by the original owner of the software, and 
removal is later performed by a trusted third 
party. 

In this algorithm, the program code is first 
pre-processed to identify the ten most common 
characters and the five most common keywords. 
It is then divided into sections based on the user-
selected keyword KeySplitWatermark, in which 
the implementation algorithm accepts the 
following input: 

• Source code: The source code of the 
software to which the watermarks should be 
applied. 
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• Cipher: a numeric value that will be used in 
the key generation process. 
• Watermark: ASCII character group. 
The implementation algorithm generates the 

owner key as the output. This key is written to 
the certificate authority and then used to remove 
the watermark (if necessary). The extraction 
algorithm accepts the following input data: 

• Attacked code file: A program code file that 
has been modified or used illegally as a 
copyright infringement. 
• Owner key: It is obtained from the 
certification authority to identify the original 
owner 
The certificate authority is a requirement of 

this algorithm that registers content to the 
copyright owner. When an attack is suspected, 
this trusted third party removes the watermarks 
and provides the original code of the recovery 
software if a counterfeit is detected. The fake 
code is replaced by the original code, which 
makes the actions of the attacker invalid. 

The graphical representation of the algorithm 
is shown in Figure 2. 
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Figure 4. Graphical representation of the 
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It is impossible to destroy a watermark 
without a significant change in the code, and if 
any changes occur in the code, the source code is 

restored. The results of research conducted by 
the authors prove that KeySplitWatermark is 
reliable, secure and efficient with minimal 
computational requirements. 

The results of research conducted by the 
authors prove that KeySplitWatermark is 
reliable, secure and efficient with minimal 
computational requirements (Table 1)[8]. 

To evaluate the reliability of 
KeySplitWatermark, developers of the algorithm 
used ASProtect, Upx and Aspack to attack the 
program with watermarks and check the 
correctness of the removed watermark. The 
results of the experiment are shown in Table 2. 

The watermark can be properly removed after 
encryption, shelling, and watermark compression 
attacks. The initial semantics of the program are 
preserved, although various attacks are carried 
out. 

The algorithm is promising, has potential and 
requires detailed analysis and study [8]. Since 
the algorithm is new, the following vectors of 
research and modernization are offered as 
improvements: 

1. Use Unicode instead of ASCII to generate 
keywords; 
2. Parse program code with keyword pairs to 
increase the number of code split 
combinations; 
3. National algorithms for certificate 
authority. 
Switching to Unicode is suggested to 

potentially increase the languages to use and 
increase the length of the keywords generated. 

The use of keyword pairs should expand the 
variability of the choice and potentially increase 
the stability of the algorithm. It is also proposed 
to increase the number of keywords for the same 
purpose. 

The use of national algorithms (such as 
DSTU 7624 [10], DSTU 4145[11], DSTU 
7564[12]) can improve the stability of the 
algorithm.  

A promising task is to create a certification 
center for the use of the KeySplitWatermark 
algorithm and its testing. 

Table 1  
Comparative Results for Increase in the size of the Watermarked Code and in Execution Time for 

Crptoencryption With 31KB File 

Watermark 
length (bit) 

Increase in 
program (KB) 

Increase in program 
KeySplitWatermark 

Execution 
time(ms) 

Execution time  
KeySplitWatermark 

128 18 0 23 18 
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Watermark 
length (bit) 

Increase in 
program (KB) 

Increase in program 
KeySplitWatermark 

Execution 
time(ms) 

Execution time  
KeySplitWatermark 

256 34 0 40 32 
512 67 0 45 39 
1024 130 0 123 105 

 
Table 2 
Attacks and results 

Tool Attack 
Mode 

Extraction Extraction  
KeySplit 

Watermark 

ASProt
ect 

Encrypts  
program 

100% 100% 

UPX Conducts 
code 

compressio
n 

100% 100% 

Aspack Used to 
shell the 
program 

100% 100% 

6. Conclusions 

This paper provides a brief overview of 
methods for protecting software code from 
modification and distribution. One such method 
is digital watermarks. This method has many 
disadvantages, but they have been eliminated 
with the advent of a new type of digital 
watermarks - zero digital watermarks. 

One of the promising methods of zero digital 
sign is KeySplitWatermark. To improve the 
characteristics, its modernization and further 
research are proposed. It is also proposed to 
study and use it together with national algorithms 
(DSTU 7624, DSTU 4145, DSTU 7564) and 
certification authority. 
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Abstract  
This article presents a mathematical model of a distributed ledger for higher education. The 
main components of this network are considered, as well as their formal presentation. The 
model of peer-to-peer network is visualized, the research of the parameters of the centralized 
and decentralized data processing network is carried out. Based on the data obtained, simulation 
models were built and investigated. The results of the simulation simulations were analyzed 
and the most optimal parameters were selected. 
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1. Introduction 

At present in the world there is a revolutionary 
transition from informatization of the main 
spheres of human activity to their digitalization. 

If informatization involves, in essence, the 
modernization of certain human activities through 
the use of information and communication 
technologies, the digital transformation (or 
digitization) in its turn involves their qualitative 
transformation, departure from the usual types 
and forms of activity to the new ones, based on 
digital models and technologies [1,2]. 

The development of the digital environment 
requires the support and development of both 
existing conditions for the emergence of 
promising end-to-end digital platforms and 
technologies, as well as the creation of conditions 
for the emergence of new platforms and 
technologies. 

The main end-to-end digital technologies are: 
– big data; 
– neurotechnology and artificial intelligence; 
– distributed registry systems (blockchain); 
– quantum technologies; 
– new production technologies; 
– industrial internet; 
– components of robotics and sensors; 
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– wireless communication technologies; 
– virtual and augmented reality technologies. 
Continuing the cycle of work on the digital 

transformation of education [2–4], the paper 
conducts research on the use of blockchain 
technology (blockchain) for the tokenization of 
educational assets and promising areas of its 
implementation in education. 

 

2. Literature review 

In [6] possible scenarios for using blockchain 
technology in the field of education are 
considered. Methods and technologies of 
tokenization of assets, related to the educational 
process, are investigated. It is concluded, that the 
blockchain technology is decentralized and 
transparent with a high degree of reliability, which 
ensures the equality of all users of the chain's 
services. The transparency of the technology 
guarantees the participants in the process against 
abuse and forgery of documents. The study of the 
features of smart contracts made it possible to 
form the advantages of smart contracts in the field 
of education 

In [7], provides a critical analysis of 
application of the blockchain technology 
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considering with its applicability opportunities 
and restrictions in education; it also aims to 
identify the consequences of its influence upon 
the development of education. 

The article [8] provides an overview of the use 
of blockchain for academic transcripts. The aim is 
to find, among the proposed models, overlapping 
aspects that solve common problems and can lead 
to a universally accepted de facto standard. In 
addition, since academic institutions will serve as 
oracles for specific blockchain applications, a 
robustness study is underway to see if the 
proposed applications effectively solve the oracle 
problem. 

The paper [9]  is a Systematic Bibliometric 
Review of the Literature on Blockchain 
Applications Research in Higher Education. The 
review includes 37 articles that provide up-to-date 
knowledge on the current implications of using 
blockchain technology to improve higher 
education processes. The LRSB findings show 
that blockchain is being used to create new 
interventions to improve the prevailing ways of 
sharing, delivering and protecting student 
knowledge data and personal records. 

The relevance of this work is due to the 
increasing popularity of distributed registry 
systems, in connection with which it is necessary 
to assess the quantitative parameters of this 
network and determine the most optimal 
parameters. 

The general network model is a peer-to-peer 
network in which each participant has m client 
applications, an application server S, an N node (a 
server for communicating with other network 
nodes) 

3. Simulation model  

Simulation is a method of research in which 
the studied system is replaced by a model, with 
sufficient accuracy describes the real system from 
which experiments are conducted in order to 
obtain information about this system. 

In favor of using the methods of simulation in 
this situation is the impossibility of experimenting 
on a real object, because then we would have to 
develop two full-fledged systems. Also models 
will allow to demonstrate work of two 
architectures in time and to calculate indicators 
for decision-making in favor of one of them. 

The main parameter of the study will be the 
average transaction processing time of the system. 

To simulate the model you need to know the 
following parameters: 

1 Average processing time of one application; 
2 Number of customers sending applications; 
3 Number of servers processing these requests. 
Many transactions related to smart contracts 

circulate on the Ethereum platform. To calculate 
the average processing time of one application, 
you need to include several assumptions and 
simplifications: 

1) The generation time of a new block is 
subject to the exponential law (the covariance 
coefficient for this law is a constant equal to one) 
[14]. 

2) The Ethereum blockchain platform does not 
have the maximum possible block size and limit 
on the number and size of transactions, but there 
is a limit on the maximum amount of gas (gas, 
transaction fees) used in the block. This value can 
be reduced or increased in the next block by 20 
percent [9]. 

When developing a mathematical model, it is 
assumed that the maximum number of 
transactions in the block will be 77. This number 
is taken from the average number of transactions 
in the block of the real network Ethereum [10], 
obtained as of November 2017 

3) The emergence of new transactions (in other 
words, applications) is subject to the simplest law 
of distribution, namely Poisson's. In the 
developed mathematical model it is considered 
that the flow of incoming applications is the 
simplest, because it corresponds to the properties 
of stationary, ordinary and no aftereffects in the 
considered conditions. 

Each transaction is processed sequentially and 
has a strict order of writing to the decentralized 
blockchain; this ensures the ordinary flow of 
applications. 

A centralized system can also be considered in 
the context of queuing theory, because the server 
is a single-phase queuing system. 

AnyLogic software environment is used to 
build a simulation model and conduct 
experiments. Simulation models of two systems 
were built using AnyLogic tools. 

Input parameters of the model: 
1 Number of customers sending requests 
2 Number of miners in the blockchain network 
3 Number of requests per 10 minutes from one 

client 
4 Number of requests from one client 
Figures 1 and 2 show simulation models of 

decentralized and centralized networks.  
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Figure 1: Simulation model of centralized 
network. 

 
Figure 2: Simulation model of decentralized 
network. 
 

The algorithm of centralized work is as 
follows: 

1. Requests with a given intensity come from 
customers 

2. Requests are queued on the application 
server, where they are processed and sent to the 
database server 

3. After processing on the database server, the 
transactions again fall on the application server, 
where the result is sent back to the client 

4. The client receives a response from the 
application server regarding the processing of its 
payment transaction 

In the decentralized model, transaction 
processing has a different form: 

1. Customers send transactions with a given 
intensity 

2. Transactions fall into the buffer, where they 
are collected in blocks 

3. When the block is filled with transactions, 
the miner begins the Mining block process 

4. When the first of the miners completes the 
process, the block is closed and placed in the chain 
chain, and the transactions in this block are 
considered processed, so the responses are sent 
back to customers. 

4. Results of modeling 

Consider the Hinchin-Polachek formula for 
calculating the average waiting time of the 
application: 

𝜔 =
𝜆 × 𝑏2 × (1 + 𝑣2)

2 × (1 − 𝜆 × 𝑏)
 

  
where  - the intensity of the flow of 

applications, 
b is the average processing time of one 

application, 
v is the coefficient of variation of the 

law of distribution of the average processing 
time of one application. 
 If the denominator of the formula is greater 

than or equal to one, the average waiting time for 
the execution of one application goes to infinity. 
Indeed, if the intensity is too high, the application 
will never be processed at an infinite interval. The 
calculated values corresponding to the blockchain 
system considered in the work. The average 
processing time of one application. 

 

𝑏 =
𝑡ℎ𝑒 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑚𝑖𝑛𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑏𝑙𝑜𝑐𝑘

𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑏𝑙𝑜𝑐𝑘
 

 
The average mining time of the block and the 

average number of transactions in the block were 
obtained from the average indicators of the 
actually working Ethereum network in November 
2017 [9, 10].  

𝑏 =
15

77
≈ 0.195 𝑠𝑒𝑐 

 
The coefficient of variation for the exponential 

law, which determines the processing time of one 
application, is equal to one. Thus, we obtain the 
formula of the average waiting time for 
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processing one application, which depends on the 
intensity of the input stream: 

 

𝜔 =
𝜆 × 0.038

1 − 𝜆 × 0.195
 

 
For the centralized model: 
 
b = average time of application processing on 

the application server + average time of 
application processing by the database server = 

200ms + 103ms. = 0.303 sec. 
 
Then the formula for the average waiting time 

for processing one application, which depends on 
the intensity of the input stream for the centralized 
network model: 
 

𝜔 =
𝜆 × 0.091

1 − 𝜆 × 0.303
 

 
It is proposed to conduct several experiments, 

with different indicators of the intensity of the 
flow of requests and the number of customers. 

Parameters of first experiment. 
Number of clients: 5 
Miner's number: 10 
Number of transactions from the client per 

minute: 0.2 
Number of requests: 10 
First of all, you should calculate the intensity 

of the flow of applications per second: 
 = 0.2 / 60 = 0.003 sec 

The next step is to calculate the average 
waiting time for processing one application for a 
centralized system: 

 = (  0.091) / (1-  0.303) = 0.00027 sec. 
And for centralized respectively: 
 = ( 0.038) / (1- 0.195) = 0.00011 sec. 

The experiment will run for 10 minutes.  The 
centralized system processed requests in 
3190,767 seconds, and the decentralized system 
in 66,880 seconds. A total of 50 requests were 
processed, as evidenced by the green colors of 
both rectangles. 

Conduct experiment 2 with another data set: 
Number of clients: 20 
Miner's number: 15 
Number of transactions from the client per 

minute: 1 
Number of requests: 20 
Let's calculate the values for modeling: 
 = 0.2 / 600 = 0.016 sec. 
 = (  0.091) / (1-  0.303) = 0.0014 sec. 

And for centralized respectively: 
 = (  0.038) / (1-  0.195) = 0.00060 sec. 
The experiment will run for 10 minutes. In the 

decentralized system, this experiment ends at 
79.833 seconds of simulation, and the centralized 
system completed its work in 6673.53 seconds, 
processing only 124 applications. 

Based on this, we can conclude that the 
processing of transactions in the decentralized 
network model is almost 47 times faster than in 
the centralized. At the same time, the centralized 
system has less fault tolerance than the 
decentralized one, as experiment 2 showed. In 
addition, the centralized system is vulnerable to 
DDoS attacks, while in the decentralized model, 
one of the nodes would have to take at least 51% 
of the load, which is completely unrealistic. That 
is why the confidentiality of data in a 
decentralized system is an order of magnitude 
higher than in a centralized one.  

In order to clearly demonstrate the importance 
of the data, it was decided to conduct 23 
experiments on different data sets and to track 
how each of the systems will behave as the 
number of queries increases. A constant number 
of clients was selected for the experiments - 5 
pieces and the range of requests from 5 to 205. 
This means that each client will send 1,3,5,7 ... 41 
requests. The results of these experiments are 
presented in Figure 3. 

 
Figure 3: Graph of fault tolerance of systems 

 
As can be seen from the figure, after 25 

requests, the centralized system does not process 
the total number of requests coming into the 
system. This means that the load of 5 requests 
from each of the 5 customers per minute for her 
was the maximum. The decentralized system 
processed all incoming requests. 

The graph clearly shows that the curve of the 
centralized system breaks at the coordinate 
(183,132; 25). And the curve of the decentralized 
system is growing 

 

247



5. Conclusions 

The experiment showed that the performance 
of the network depends on the intensity of the 
appearance of applications, while for the correct 
operation of the blockchain technology of the 
presented type, it is possible to vary the values of 
the intensity of nodes and the values 

buffer size. 
The authors did not consider internal 

connections between network elements when 
building the models, which could affect the 
results. Also, the simulation model does not 
provide the possibility of obtaining a point 
estimate of the investigated parameter, but allows 
one to obtain interval estimates, the accuracy of 
which depends on the methods and scope of 
observations, the initial state, and the pseudo-
random number generator. 

It should be noted that modeling the 
performance of blockchain technology using the 
AnyLogic system can be convenient for analysis 
when changing various parameters. However, for 
more accurate results, it is necessary to carry out 

additional research in the field of blockchain 
modeling on the AnyLogic emulator. 

The analysis of the models showed the 
applicability of separate simulation systems for 
assessing the impact of blockchain technology on 
data transmission and processing networks. 

In this paper, an overview of solutions based 
on blockchain technologies in the field of higher 
education was carried out and presented, as well 
as simulation models with an emphasis on 
queuing systems were presented. The results of 
comparison of decentralized and centralized 
systems are presented. 

In the future, it is planned to expand the system 
indicators to obtain more accurate results using 
the AnyLogic system and propose a methodology 
for calculating the network infrastructure, taking 
into account the characteristics of the traffic and 
the received data. 
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Анотація 
Розглянуто питання про оптимальне керування рівнем вибухонебезпечності 
потенційно вибухонебезпечного об'єкту. Задачу поставлено математично в 
загальному вигляді і розв’язано для одного окремого випадку (в цьому випадку 
рівень вибухонебезпечності об'єкта повністю визначається співвідношенням 
розмірів об'єкта і довжини переддетонаційної ділянки). Розв’язок базується на 
отриманій раніше аналітичній оцінці довжини переддетонаційної ділянки. 
Розв’язок реалізовано в програмному продукті. Розроблена програма 
застосовується для оптимального керування вибухобезпечністю окремих силосів. 
Ця програма може стати важливою складовою програмного забезпечення 
автоматизованої системи керування елеватором або іншим зерновим 
підприємством, що є потенційно вибухонебезпечним об'єктом.  
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object is considered. The problem is set mathematically in general form and solved for 
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The solution is based on the previously obtained analytical estimate of the length of the 
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developed program is used for optimal control of explosion safety of individual silos. 
This program can become an important component of the software of an automated 
control system of an elevator or other grain enterprise that is a potentially explosive 
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1. Вступ 

 Довільний потенційно вибухонебезпечний 
об'єкт (ПВНО) може розглядатися з позицій 
системного аналізу як складна система, 
архітектура якої складається з деяких 
компонентів (підсистем) і з ієрархічних 
відносин цих компонентів [1]. В кінцевому 
підсумку, ПВНО складається з окремих 
елементарних потенційно вибухонебезпечних 
об'єктів (ЕПВНО) [1]. При математичному 
моделюванні виробничого ПВНО, як ЕПВНО, 
що моделює деякий реальний об'єкт у складі 
ПВНО, розглядається плоский канал або 
кругла циліндрична труба. Наприклад, якщо в 
якості ПВОО розглядається силосний корпус 
елеватора, то ЕПВНО є окремий силос, що 
моделюється плоским каналом в разі 
прямокутного перетину або круглої 
циліндричної трубою в разі круглого 
перетину. Нижче з позицій забезпечення 
вибухобезпеки розглядаються тільки ЕПВНО. 
Коректна оцінка вибухонебезпечності 
кожного окремого ЕПВНО надає можливості 
керування загальним рівнем 
вибухонебезпечності ЕПВНО. 

Метою даного дослідження є постановка і 
рішення (в досить загальному вигляді) 
завдання мінімізації рівня 
вибухонебезпечності ЕПВНО, тобто в 
переведенні ЕПВНО з даного фізичного стану 
в найбільш вибухобезпечний стан з усіх 
припустимих з точки зору технологічного 
регламенту станів. 

2. Розв’язання задачі 
оптимального керування 

Задачу оптимального керування  
розв’язано для конкретного ЕПВНО, в якості 
якого обрано окремо взятий силос (в 
реальності такий силос може бути як окремо 
розташованим, так і входити до складу 
силосного корпусу).  

Проблема вибухобезпеки силосів 
представляється актуальною, тому що за 
статистикою саме на силоси і бункери 
припадає майже половина від загальної 
кількості вибухів на підприємствах із 
зберігання та переробки зерна, тобто саме 
силоси представляють собою найбільш 
вибухонебезпечні ЕПВНО в таких ПВНО, 
якими є зернові та комбікормові виробництва 

і зернові сховища. При завантаженні і 
гравітаційному розвантаження силосів в них 
утворюється пилоповітряна суміш (ППС), 
здатна займатися і горіти. На стінках бункерів 
і силосів може осідати і накопичуватись в 
значній кількості пил, що при зовнішніх 
збуреннях швидко переходить у зважений 
стан, також створюючи вибухонебезпечну 
ППС. Вибух в силосі призводить до тяжких 
наслідків, так як при цьому руйнуються бічні 
стінки і перекриття, а також деформується і 
розривається випускний конус силосу під 
дією тиску вибуху. 

При розв’язанні задачі оптимального 
керування окремо взятим силосом як 
вибухонебезпечним об’єктом розглядаються 
силоси як залізобетонні (монолітні і збірні), 
так і металеві, але обов'язково з круглої або 
прямокутної (зокрема - квадратної) формою 
поперечного перерізу. 

Для оптимального керування рівнем 
вибухонебезпечності окремо взятого силосу в 
середовищі програмування Visual Basic 
розроблено програму «Оптимальне керування 
вибухонебезпекою окремих силосів» 
(«SilosOtdelniyOpt»), яку включено до складу 
програмного комплексу «Оцінка 
вибухонебезпечності окремих силосів» 
(«SilosOtdelniy»), розробленого раніше [2, 3]. 
Інтерфейс програми надає користувачеві 
можливість вибрати один із стандартних 
залізобетонних силосів або ж самостійно 
задати форму і розміри силосу 
(залізобетонного або металевого). Подальші 
розрахунки вимагають завдання виду ППС, 
концентрації пилу, вологості, температури і 
дисперсності (середнього розміру пилових 
частинок). Всі ці величини можуть 
вимірюватися за допомогою стандартних 
метрологічних приладів в режимі 
експлуатації зерносховища або 
зернопереробного підприємства (а сама 
програма в цьому випадку є складовою 
частиною програмного забезпечення 
відповідної автоматизованої системи 
керування). В результаті розрахунків 
користувач (як правило, їм є оператор-
технолог) отримує інформацію: 

• про рівень вибухонебезпечності 
силосу, про довжину 
переддетонаційної ділянки і про 
час можливого переходу 
повільного горіння (пожежі) у 
вибух; 
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• про найбільш вибухонебезпечному 
стані силосу з усіх його можливих 
(в рамках технологічного процесу) 
станів. 

Ця інформація є необхідною для 
прийняття обґрунтованого рішення щодо 
забезпечення вибухобезпеки та/або 
вибухозахисту силосу. 

Розв’язання задачі про оптимальне 
керування рівнем вибухонебезпечності 
окремо взятого силосу створює передумови 
для розв’язання задачі про оптимальне 
керування вибухонебезпекою силосного 
корпусу в цілому, а в перспективі - про 
оптимальне керування вибухонебезпекою 
всього елеватора або іншого зернового 
підприємства.  

Інший напрямок подальших досліджень 
пов'язано з розглядом таких ситуацій, коли 
нечітка оцінка відносної вибухонебезпечності 
ЕПВНО не зводиться до розрахунку довжини 
переддетонаційної ділянки (як у випадку із 
нечіткою оцінкою вибухонебезпечності 
силосу). В цьому випадку суттєво 
ускладнюється вид цільової функції. 

 

3. Висновки 

1. Розглянуто питання про оптимальне 
керування потенційно вибухонебезпечним 
об'єктом. Показано, що критерії 
оптимальності можуть бути різними. 
Поставлено задачу про оптимальне 
керування рівнем вибухонебезпечності 
потенційно вибухонебезпечного об'єкту. 
2. Поставлену задачу розв’язано в 
загальному вигляді для найпростішого 
випадку, коли оцінка рівня відносної 
вибухонебезпечності елементарного 
потенційно вибухонебезпечного об'єкту 
зводиться до розрахунку довжини 
переддетонаційної ділянки. Розв’язок 
задачі реалізовано у вигляді програмного 
продукту. 
3. На комп’ютері реалізовано програму 
оптимального керування рівнем відносної 
вибухонебезпечності окремо взятого 
силосу. Дана програма може стати 
частиною програмного забезпечення 
забезпечуючої підсистеми автоматизованої 
системи керування підприємства із 
зберігання та переробки зерна. 
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1. Introduction 
 The methodological errors of the device 

were analyzed (Fig.1). In this case, the following 
assumptions were made: -the averaging element 
I is an ideal RC circuit without parasitic 
capacitances and leaks; -the electronic digital 
DC voltmeter  has an infinitely large input 
resistance, zero errors and instantaneous speed; -
the control unit for the key and electronic digital 
voltmeter generates an ideal square-wave key 
control signal and a start pulse for the voltmeter 
at the moments of transition of the instantaneous 
value of the measured sinusoidal signal through 
the zero level; -the key K has an infinitely large 
resistance in the open state, infinitely small 
resistance in the conducting state, and the 
construction of sources of emf. and there is no 
current in the key. 

      Let us consider the hardware errors of the 
device caused by the violation of these 
conditions. The main relationship that 
determines the error of the device is found when 
considering the process of changing the voltage 
across the capacitor of the equivalent circuit in 
Fig. 3, given in [1] 

  𝛿 =
𝑈𝑣𝑣−𝑈𝑎𝑣𝑒𝑟𝑎𝑔𝑒

𝑈𝑎𝑣𝑒𝑟𝑎𝑔𝑡
=

𝑎𝑛|

2(𝑎|+𝑛|)
𝑐𝑙𝑡

𝑎

2
− 1,             

(1) 
where 𝑈𝑉𝑉 = 𝑘𝑐𝑙𝑡

𝑎

2
− steady-state voltage 

value at the output capacitor at the moment of 
measurement; 
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𝑈𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =

2𝑈𝑚

𝑛
 -average value of measured 

voltage: 
 

𝑘 =
𝑎𝑛𝑈𝑚

𝑎| + 𝑛|
;  𝑎 =

𝑇

2𝑅𝐶
−

𝑛

𝜔𝜏
; 

𝑇 = −
2𝑛

𝜔
 - period of the measured voltage; 

𝑅𝐶 = 𝜏-is the time constant of the averaging 

element. 

2.Basic information 
      Changes in the resistance R and 

capacitance C of the capacitor of the averaging 
element AND affect the measurement result, 
since this changes the parameter , on which the 
error depends1) If the values of R and C are 
chosen in such a way that a small value of the 
error is always ensured ,then even relatively 
large (2-3%) changes in R and C, which can 
actually arise as a result of aging or changes in 
the temperature of these elements, practically do 
not affect the measurement result. 

     In general, the partial relative error ,due 
to a change in the value , (due to the change in 
R and C), can be found from the expression 
         𝛿𝛼 =

1

𝑈𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑣𝑎𝑙𝑢𝑒
∙

𝜕𝑈𝑣𝑣

𝜕𝛼
∙ ∆𝛼.        (2) 

Taking into account that 

    𝑈𝑣𝑣 = 𝑘𝑐𝑙ℎ
𝛼

2
−

𝛼𝑛𝑈𝑚

𝛼|+𝑛| 𝑐𝑙ℎ
𝛼

2
, (3) 
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the partial derivative is 

      𝜕𝑈𝑉𝑉

𝜕𝛼
= 𝑘 [𝑐𝑙ℎ

𝛼

2
(

1

𝛼
−

𝑐𝑙ℎ
𝛼

2

2
) +

1

2
]. (4) 

The relative error after transformations has 
the form 

                 𝛿𝛼 = (1 −
𝛼

𝑠ℎ𝛼
)

∆𝛼

𝛼
. (5) 

With real values 𝛼 = (0,05 − 0,3) and  
∆𝛼

𝛼
 

(0,02-0,03) this error does not exceed 0.075%. 
2. The final value of the input resistance of 

the digital voltmeter and the leakage resistance 
of the averaging element capacitor can also be 
sources of error. It is advisable to take into 
account the influence of these resistances 
according to the scheme in Fig. 1, where they are 
combined into one equivalent resistance Re, 
connected in parallel with the capacitor C. 

 
Figure 1: Methodical errors of the device 

     
  The output signal - the voltage across the 

capacitor C - is determined from the difference 
equation compiled from the differential 
equations of the circuit in Fig. 1 for cases when 
the key K is closed and open. 

     It is convenient to solve this problem by 
the method of discrete Laplace transform [1]. 

In quasi-steady-state mode, the voltage 
across the capacitor UvvR at the moment of 
opening the key is determined by the expression 

      𝑈𝑣𝑣𝑅 =
𝑘𝑅[1+𝑒−𝛼1(1+𝑅1 𝑅2⁄ ]

1−𝑒−𝛼1(1+2𝑅1 𝑅2⁄ ,   (6) 
where 

𝑘𝑅 =
𝑈𝑚𝜋𝛼1

𝜋2 + 𝛼1
2(1 + 𝑅1 𝑅2)2⁄

; 

                     𝛼1 =
𝑇

2𝑅1𝐶
.               (7) 

Partial relative error н, due to the presence of 
R2, is expressed as 

      𝛿𝑅 =
𝑈𝑣𝑣𝑅−𝑈𝑣𝑣

𝑈уст
≈

𝑈𝑣𝑣𝑅−𝑈𝑎𝑣𝑒𝑟𝑎𝑔𝑒

𝑈𝑎𝑣𝑒𝑟𝑎𝑔𝑒
.         (8) 

Taking into account (6) and the value 

𝑈𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =
2𝑈𝑚

𝜋
  the expression for the relative 

error н will take the form 

𝛿𝑅 = −1 +
𝜋2

2

1+𝑒−𝛼1(1+𝑅1 𝑅2⁄

1−𝑒−𝛼1(1+2𝑅1 𝑅2⁄

𝛼1

𝜋2+𝛼1
2(1+𝑅1 𝑅2)2⁄

.  (9) 

If we expand the exponential functions of the 
numerator and denominator in a series, perform 
the appropriate algebraic transformations and 
discard the higher-order terms, starting from the 
third (since they are small compared to the terms 
of the first two orders), then (9) is transformed to 
the form 

𝛿𝑅 ≈ −1 +
1

1 + 2
𝑅1
𝑅2

 ∙ 

∙ {1 +
𝑅1

2𝑅2
𝛼1 + 𝛼1

2 [(1 +
𝑅1

𝑅2
)

2
∙ 0,149 +

1

12
(1 +

𝑅1

𝑅2
)

2
− (

1

4
+

3

4

𝑅1

𝑅2
) +

1

2
(

𝑅1

𝑅2
)

2
]}                    (10)  

 
2.1. Problem statement and 

purpose of work 
      The dependence of н on 1 for different 

values of the parameter R_1 / R_2 is presented 
by a family of curves in Fig. 2. From these curves 
it can be seen that to ensure the partial relative 
error н no more than 0.25% at 1 less than 0.1, 
it is necessary that the ratio R_1 / R_2 ≤0.01. 

     To meet this requirement in the package of 
the device, the dependence of the resistance R2 
on the frequency was experimentally determined 
(this resistance is nonlinear and frequency-
dependent due to the specifics of the operation of 
the adopted ECV). 

      According to the obtained values of R2, 
such values of R1 and C were selected, at which 
sufficiently small errors are combined with a 
sufficiently short measurement time [1]. 

 
Figure 2: Dependence of н on 1 for 

different values of the parameter R_1 / R_2 
 
3. The influence of the key control unit and 

an electronic digital voltmeter on the device 
error can be divided into: the influence of the 
switching angle (or phase) of the control voltage; 
the influence of the cutoff angle  of the control 
voltage and the influence of the pulse fronts that 
control the key.  
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a) The influence of the switching angle  is 
determined from consideration of the circuit in 
[1] at the input voltage  𝑒 = 𝑈𝑚sin (𝜔𝑡 + ) 
and for different values of the angle . 
Mathematically, the problem is reduced to 
solving the difference equation following from 
the linear differential equation for the voltage u 
(t) on the capacitor of the circuit in [1] with a 
closed switch K 
      𝜏 𝑑𝑢(𝑡)

𝑑𝑡
+ 𝑢(𝑡) = 𝑈𝑚 sin(𝜔𝑡 + ). (11) 

If we take into account the closure and opening 
of the circuit with the key K at the moments of 
time 0 and T / 2, then (11) turns into a difference 
equation of the form 

𝑈[𝑛 + 1] − 𝑈[𝑛]𝑒−𝛼 = 𝐵𝑠𝑖𝑛(𝜑 − )(1 − e−𝛼) (12)                                   
where 

𝛼 =
𝑇

2𝜏
;      𝐵 =

𝑈𝑚

√1 + 𝜔2𝜏2
;         𝜑 = 𝑎𝑟𝑐𝑡𝑔𝜔𝜏. 

Solution (12) at the intervals of an open switch 
in a quasi-stationary mode (it is at these intervals 
that the voltage across the capacitor is measured 
with an electronic voltmeter) has the form 
             𝑈𝑣𝑣 = 𝑘𝑐𝑡ℎ

𝛼

2
,                          (13) 

where 𝑘 = 𝐵𝑠𝑖𝑛(𝜑 − ). 

Partial relative error  of the output voltage 

𝛿 =
𝑈𝑣𝑣−𝑈𝑣𝑣

𝑈𝑣𝑣
= −2𝑠𝑖𝑛2 

2
−

𝛼

𝜋
𝑠𝑖𝑛.   (14) 

As a result of determining the error  according 
to this formula, are shown in Fig. 3 for two 
values = 0.1 and 0.25. 
b) The influence of the cutoff angle is 
determined according to the same initial 
equation as the influence of the switching angle 
, with the difference that instead of the times of 
the key operation 0 and T / 2, it is necessary to 
calculate the circuit when the key is triggered at 
the moment ( 𝜋

2𝜔
−

𝜃

𝜔
)  and (

𝜋

2𝜔
+

𝜃

𝜔
) 

    This somewhat complicates the compilation 
and solution of the difference equation, without 
fundamentally changing anything. 
    The steady-state value of the voltage across 
the output capacitor in the measurement interval 
has the form 
𝑈𝑣𝑣𝜃 =

𝑈𝑚

√1+𝜔2𝜏2
(𝑐𝑜𝑠𝜑 𝑐𝑜𝑠 𝜃 + 𝑠𝑖𝑛𝜑 𝑠𝑖𝑛𝜃 𝑐𝑡ℎ

2𝛼𝜃

2𝜋
). 

              (15) 

The relative error  is equal to 

𝛿𝜃 =
𝜋𝛼

𝜋2+𝛼2 [
𝛼

2
𝑐𝑜𝑠𝜃 +

𝜋

2
(𝑠𝑖𝑛𝜃𝑐𝑡ℎ

𝛼𝜃

𝜋
− 𝑐𝑡ℎ

𝛼

2
)].(16) 

The results of calculating this error for several 
parameter values are shown in Fig. 3. 

 
Figure 3: Results of calculating the uncertainty 
for several values 
    
   From the curves in Fig. 3 it can be seen that the 
moments of supply of the key control impulses 
have a significant effect on the conversion error. 
Physically, such a sharp influence on the error is 
quite natural, since the difference of these 
moments from the moments corresponding to 
the change in the sign of the measured voltage 
(the moments of the transition of the measured 
voltage through the zero level) directly changes 
not only the voltage across the capacitor when 
the switch is open, but also affects the process of 
changing the instantaneous capacitor voltage 
values when the switch is closed. 
c) The influence of the pulses generated by the 
key control unit on the device error is also due to 
the finite value of the duration of the edges of 
these pulses (the influence of the amplitude of 
these pulses can be made small by choosing the 
correct key circuit, for example, with a six-diode 
key circuit). 
     Non-identical current-voltage characteristics 
of the key diodes, as well as non-identical shape 
of the front and rear the fronts of the control 
pulse, causes the appearance of switching bursts 
in the signal at the output of the switch. These 
bursts do not lend themselves to rigorous 
mathematical analysis, but are easily detected by 
an electronic oscilloscope. Due to the fact that 
switching bursts are frequency-independent, 
their effect is stronger at high frequencies of the 
measured voltage. 
   An experimental study of the device prototype 
showed that balancing the diode switch (by 
selecting silicon diodes and introducing a 
balancing resistance) and using powerful lamps 
in the output cathode follower of the control unit 
can easily achieve a short duration (<12 meters 
per second) and amplitude (<1 / 4Um) of these 
bursts. These measures, taken in the tested 
prototype of the device, ensured a negligible 
influence of the shape of the control pulses at all 
frequencies below 200 Hz. 
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1. To consider the influence of the key operation 
on the error, it is convenient to divide the key 
operation cycle into three stages: the key 
conducts, the key does not conduct, and the beak 
is "thrown over". The third state causes the just 
considered commutation bursts, and in the first 
two states an error may arise due to the finite 
(and not infinitely small or large) switch 
resistance, as well as due to the appearance of 
parasitic emf. or current at the output of the key. 
In the considered device, the final resistance of 
the conducting switch, practically when using 
silicon diodes, can always be neglected in 
comparison with the resistance R1 of the 
integrating link, since the first resistance is of the 
order of several ohms, and the second - several 
hundred or thousands of kilo-ohms. The 
influence of the final resistance of the open key 
Rk can be considered in a manner similar to the 
pleasant one when considering the influence of 
the resistance R2. In this case, the steady-state 
value of the voltage at the output capacitor in the 
measurement interval has the form 
𝑈𝑣𝑣𝑘 = 𝑘1

1+𝑒−𝛼1

1−𝑒−𝛼0
− 𝑘2 ∙ 𝑒−𝛼1

1+𝑒−𝛼2

1−𝑒−𝛼0
,       (17) 

where  𝑘1,2 =
±𝑈𝑚

√1+𝜔2𝜏1,2
2

; 

𝛼1,2 =
𝑇

2𝜏1,2

; 𝛼0 = 𝛼1 + 𝛼2; 𝛼2 = 𝛼1

𝑅1

𝑅𝐾

, 

and the conversion error is expressed by the 
formula 

𝛿𝑘 =
𝑈𝑣𝑣−𝑈𝑣𝑣

𝑈ус𝑡
= −1 +

1−𝑒−𝛼1

1−𝑒−𝛼0
−

𝑘2

𝑘1
𝑒−𝛼1

(1−𝑒−𝛼1)(1+𝑒−𝛼2

(1−𝑒−𝛼0)(1+𝑒−𝛼1
. (18)                              

Expression (18) with a sufficient degree of 
accuracy for real values of the parameters  and 
R_1 / R_K is approximated by the expression 

                          𝛿𝑘 ≅
𝑅1

𝑅𝐾
.               (19) 

It is clear from (19) that this error when using 
selected silicon diodes can be small, so that the 
resistance of the open switch does not affect the 
overall error of the device. 
 

3 Conclusions 

From the above, the following conclusions can 
be drawn. Equivalent emf a closed switch can 
have a significant impact, since it is directly 
added to the measured voltage. The task of 
balancing the key circuit is to get rid of this emf. 
Theoretically, this issue does not lend itself to 

accurate analysis due to the instability and 
nonlinearity of the current-voltage 
characteristics of the diodes, but an experimental 
study of this effect is not difficult. Experiments 
have shown that daily changes in the equivalent 
emf the key does not exceed 0.5 mV, and an 
increase in temperature by 40 ° C (from the value 
of 200 ° C) causes an emf. not exceeding 5mV. 
Considering that these switches are intended for 
use in a device in which the highest value of the 
measured voltage at the switch output is 10V, 
then it is clear that such small changes in the 
equivalent emf. closed key are perfectly valid. 
    In the open state, a possible source of 
instrument error is the equivalent output current 
of a non-conductive switch. However, it can also 
be brought to a negligible value (in the 
breadboard, the value of this equivalent current 
was less than 10-12A). The use of unmatched 
silicon diodes or diodes of other types limits the 
upper limit of the value of the resistance R1 of 
the integrating element. 
The carried out consideration of various sources 
of the device hardware errors (the errors of the 
electronic digital voltmeter were not considered, 
since their influence is clear, and they are usually 
very small) showed that it is easy to fulfill the 
conditions under which the partial components 
of the total device error will be small enough and 
even with a simple arithmetic summation, the 
total error will not exceed 0.5%. 
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Abstract   
In the context of the development of the 7-year European Union scientific research initiative 
"Horizon Europe", the paradigm of ecological monitoring of the environment 
"intellectualization – information security" is proposed. The multilevel paradigm of safe 
ecological monitoring “intelligent cyber-physical systems (CPS) – integration of CPS levels – 
information processes of selection, processing, management – threats to information security 
(IS) – hardware and software security technologies” is a universal in structure and specialized 
in functionality for the natural environment “water – air – soil – forest”. The universal paradigm 
is revealed by the improved complex model of research monitoring of ecological parameters of 
water “program – intelligent technology (IT) and IS – methodology”. The informational 
security model of the three-layers structure of the Internet of Things based on the concept 
“object – threat – protection” provides secure interaction between sensors and devices for 
ecological monitoring of environmental parameters with computer systems. The created 
paradigm is the basis for the development of approaches to safe intellectualization of ecological 
monitoring of environmental components using intelligent systems and technologies to ensure 
basic safety profiles. 
 
Keywords   1 
Intellectualization, information security, ecological monitoring, intelligent cyber-physical 
system, paradigm, water, complex model of monitoring, Internet of Things, informational 
security model. 

 
 
1. Introduction 

Problem formulation. In the conditions of 
technological development of civilization, the 
complex of global problems of planetary scale is 
evolving. One of them is the safety of human life 
under the influence of natural and man-made 
threats. Public safety, in particular, is determined 
by the vector of information and technical 
condition of critical infrastructure, the disruption 
of which can lead to impacts on natural 
ecosystems and losses. The quintessence of 
solving this problem is the structure 
“intellectualization – information security – 
ecological monitoring” within the basic 
principles: Ukrainian strategy Industry 4.0, 
Concept of information security of Ukraine, 
European Union scientific research initiative 
“Horizon Europe” (2021 – 2027) [1, 2, 3]. The 
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safety of environmental components – water, air, 
soil, forests – is ensured by the implementation of 
models of safe ecological monitoring based on 
intelligent CPS. 

Analysis of recent achievements and 
publications. The strategy of the state ecological 
policy of Ukraine is aimed at the implementation 
of: comprehensive ecological monitoring of the 
condition of the environment and improvement of 
the system of information support of the 
management decision-making process [4].  

In this regard, the relevant segment is the use 
of intelligent ecological monitoring systems of 
environmental components and the 
implementation of information security 
technologies, which comprehensively form the 
tools of environmental security, which is a 
component of national security of Ukraine and the 
vector of sustainable development of Ukraine.  
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Intelligent informational measuring systems 
are effectively used for ecological monitoring [5], 
as well as geo-information and aerospace 
technologies, which carry out: registration of 
ecological parameters of environmental 
components, rapid analysis, processing, 
preservation, identification, intelligent decision 
support [6].  

The principles of construction of wireless 
sensor networks (WSN) for ecological 
environmental monitoring are developed. In paper 
[7] WSNs, based on the method of coordinate 
routing, which takes into account the interaction 
of sensor nodes and intellectualization of 
decision-making processes at OSI levels and 
management functions, were developed.  

Progressive are the scientific and technical 
developments of the National Academy of 
Sciences of Ukraine in the field of creating 
sensors for ecological research, intelligent 
systems for monitoring of environmental 
parameters [8]. 

The development of tools for intellectual 
ecological monitoring at the international level 
continues. The paper [9] presents trends in the use 
of IT for monitoring air, water, radiation 
pollution, including sensors, IoT, machine 
learning methods.  

IoT based smart water quality monitoring 
system is presented in [10] structurally: sensor for 
measuring water parameters (temperature, pH, 
turbidity), Zigbee WSN for data transferring, 
central processing unit, main data storage module, 
displaying information for users. Also in this 
paper known sensors for the environmental water 
monitoring system were analysed and the 
permissible limits of drinking water parameters 
according to the recommendations of the WHO 
and the Environmental Protection Agency 
(WHO/USEPA) were highlighted.  

The publication [11] considers the structure of 
smart ecological monitoring of water, air, soil 
based on IoT platform according to the IEEE 1451 
standard and data flow modeling. 

Intelligent technologies of ecological 
monitoring of the environment must be 
dependable – to meet the requirements of 
functional and information security by the 
standard SOU-N NSAU 0060:2010. 

The goal of the work. The aim of the work is to 
create a paradigm of ecological monitoring 
“intellectualization - information security”, which 
is the basis of safe research monitoring of water 
quality “program – IT – IS – assessment 

methodology” and information model of security 
of the three-layer architecture of IoT. 

2. Paradigm of ecological 
monitoring: “intellectualization – 
information security” 

The multilevel paradigm of ecological 
monitoring of the environment 
“intellectualization – information security” 
created on the basis of the concept “object – threat 
– protection” is the development of 
methodological principles of monitoring 
components – water, air, soil, forests. (Fig. 1).  

The first level – functionality of the structure 
“component of the environment – operating 
technologies” / “objects (O1-N(R,S,T)) – cyber-
physical systems (CPS1-N(R,S,T))” according to the 
components – water (W), air (A), soil (S), forests 
(F). The second level – integration of the levels of 
the CPS “Internet of Things (IoT1-N(R,S,T)) – 
wireless technologies (WT1-N(R,S,T)) – computer 
systems (CS1-N(R,S,T))”. The third level – processes 
of “information selection (S1-N(R,S,T))/ monitoring 
– transmission/reception (T1-N(R,S,T)/R1-N(R,S,T)) – 
information processing (P1-N(R,S,T)) / management 
(M1-N(R,S,T))”. The fourth level – IS threats at the 
structural and functional levels of the CPS a1-N – 
b1-N – c1-N (water monitoring); d1-R – e1-R – f1-R (air 
monitoring); g1-S – h1-S – i1-S (soil monitoring); k1-

T – l1-T – m1-T (forest monitoring). Fifth level – 
hardware and software security technologies in 
the profiles “confidentiality – integrity – 
accessibility” A1-N –B1-N – C1-N (W); D1-R – E1-R – 
F1-R (A); G1-S – H1-S – I1-S (S); K1-T – L1-T – M1-T (F) 
according to DSTU ISO/IEC 15408. 

Secure data collection by intelligent sensors or 
sensors that interact with objects as components 
of the environment and the exchange of 
information in intelligent ecological monitoring 
technology are carried out by the Internet of 
Things (CPS physical space) and wireless 
technologies (CPS communication environment). 

The computer system (CPS cyberspace) 
provides data storage, analysis, processing, 
identification, forecasting and, on this basis, 
management of the state of the environment.  

The paradigm of safe intellectualization of 
ecological monitoring of environmental 
components is the basis for building 
comprehensive security systems for intelligent 
systems based on the concept of “object – threat – 
protection”.
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Figure 1: Paradigm of safe intellectualization of ecological monitoring 

 

2.1. Research ecological monitoring 
of water: complex model “program – 
IT – IS – methodology” 

According to DSTU 3041-95, water 
monitoring is an observation of the state of natural 
water and its evaluation. In order to ensure water 
quality and apply the model of environmental 
management system, Ukraine has implemented 
standards DSTU 7525: 2014 and DSTU 14004: 
2016, which respectively establish requirements 
and methods of drinking water quality control and 
a systematic approach to ecological management 
in sustainable development and environmental 
management. The methodological approach to 
assessing the current state of water quality 
provides appropriate methods and tools for 
ecological monitoring: determination of water 
parameters (registration / measurement), 

assessment of ecological characteristics of water, 
forecasting and management decisions on the 
state of the water. Standardized technologies are 
used to monitor the set of water parameters, in 
particular the standard DSTU ISO 15923-1: 2018 
describes the use of discrete analysis systems to 
determine individual environmental parameters. 
Water quality control with the use of IT ecological 
monitoring, secure cyber-physical systems, is 
important and relevant. In order to assess the set 
of drinking water parameters, research monitoring 
has been developed at the level of a 
comprehensive model “program – IT – IS – 
methodology”. In terms of intelligent 
technologies and information security, a 
comprehensive model of research monitoring 
includes: 1) MEMS sensors 
(microelectromechanical systems), integrated into 
intelligent informational measuring systems, 
which are designed for remote sampling of water 
and its environmental parameters and wireless 
transmission (DSTU-P CEN/CLC/ETSI/TR 
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50572:2020) and, on this basis, the creation of 
databases, information processing and decision-
making; 2) security technologies of intelligent 
systems under the influence of threats to 
confidentiality, integrity, accessibility, in 
particular at the IoT level, which provides 
algorithmic and software interaction between 
sensors and devices with computer systems (Fig. 
2) [12, 13, 14]. 

 

 
Figure 2: Research monitoring of drinking water 
parameters 

 
The approach to the assessment of 

physicochemical and biological properties of 
drinking water under man-caused influence is 
determined by the system of regulations: 

Standards: DSanPiN 2.2.4-171-10, GOST 
27384-2002, DSTU 4808:2007, DSTU 3831-98, 
DSTU 10260:2007, GOST 8.556-91, GOST R 
52180-2003, GOST R 52181-2003, DSTU GOST 
18294-2009, DSTU ISO 9377-2:2015. 

Experimental conditions:  

1. taking into account the system of factors 
influencing drinking water; 
2. water sampling, transportation, canning, 
storage. 

Methodology – method, means, technique:  
1. measurement of water parameters, 
processing, presentation of results; 
2. methods and tools for selection of 
physicochemical and biological parameters of 
water: 
• methods – selective, multicomponent 
(atomic emission, X-ray, spectral analysis, 
chromatography), etc.;  
• tools: conductometers, pH-meters, 
ionometers, ORP-meters, photoelectric 
colorimeter, gas chromatographs, automated 
natural water quality control systems (DSTU 
3831-98), laser measuring systems, intelligent 
informational measuring systems, intelligent 
geoinformational systems. 
3. the result of measuring N-standard:  
• maximum allowable concentration of 
harmful substances in water (MACH); 
• maximum allowable concentration 
(MAC); 
• maximum allowable emissions (MAE); 
• maximum allowable discharges (MAD);  
• measurement error , range U, L; P; 
• for physicochemical: Р = 0,95; for 
biological: Р = 0,9; 
• accuracy: SL + U  < MAC, SL – device 
sensitivity threshold. 
4. technologies for restoring the properties 
of water: filters, activators, 
magnetohydrodynamic systems, 
biotechnology, etc. 

2.2. Informational model of security 
of three-layer architecture of the 
Internet of Things 

The Internet of Things is one of the intelligent 
technologies for ecological monitoring of the 
natural environment. The Internet of Things 
consists of a large number of different devices, 
networks and technologies that are sometimes 
difficult to combine. Accordingly, today there is 
no single common IoT architecture. However, of 
all the proposed IoT architectures, the most 
widely recognized and widespread is the three-
layer structure [15, 16]. Based on it, an 
informational model of Internet of Things security 
in intelligent ecological monitoring systems was 
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built, according to standard ETSI TS 103 645 
from European Telecommunications Standards 
Institute (Fig. 3). 

The perception layer is the physical level of the 
IoT architecture. In the context of intelligent CPS-
based ecological monitoring, the perception layer 
consists of sensors and external devices that 
collect information about the state of 
environmental components for further 
transmission. This level is the most vulnerable to 
attacks due to the possibility of gaining direct 
physical access to devices operating outside the 
controlled area. The main threats are node capture 
and fake node injection. To protect against those 
attacks security measures, such as asymmetric 
cryptography (does not allow to obtain a key from 
the captured node), physical protection and 
authentication of devices, are provided. 

The network layer is responsible for 
transmitting and processing environmental 
information collected by sensors at the perception 
layer. The main threats at this level are DDoS 
attacks and eavesdropping, including man-in-the-
middle. Security measures include multi-factor 
authentication, wireless encryption, traffic 
analysis using an intrusion detection system and 
the organization of a separate network. 

The application layer is responsible for 
processing information received from the network 
layer, controlling devices and interacting with 
users. The key issue of information security at this 
layer is the vulnerability of the software and the 
implementation of malicious code. 
Countermeasures include the use of trusted 
software components, an application-level 
firewall, and an access control list (ACL).

 

 
 
Figure 3: Informational model of security of three-layer architecture of the Internet of Things 
 
3. Conclusions 

The paper presents a single methodology for 
safe ecological monitoring of environmental 
components: 1) universal paradigm 

“intellectualization – information security”; 2) a 
comprehensive model of research monitoring of 
drinking water quality; 3) informational model of 
Internet of Things security, which allows the 
development of approaches and models for 
monitoring air, soil, forest on the basis of 
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intelligent systems and the construction of 
integrated security systems by profiles – 
confidentiality, integrity, accessibility. 

4. References 

[1] Yurchak Oleksandr. Ukrayins'ka stratehiya 
Industriyi 4.0 – 7 napryamiv rozvytku 
[Elektronnyy resurs]. – Rezhym dostupu: 
https://industry4-0-
ukraine.com.ua/2019/01/02/ukrainska-
strategiya-industrii-4-0-7-napriankiv-
rozvutku/. 

[2] Proekt Kontseptsiyi informatsiynoyi 
bezpeky Ukrayiny. – [Elektronnyy resurs]. – 
Rezhym dostupu: 
http://mip.gov.ua/done_img/d/30-
project_08_06_15.pdf. 

[3] Horizon Europe. The next eu research & 
innovation investment programme (2021–
2027). URL: 
https://ec.europa.eu/info/sites/default/files/re
search_and_innovation/strategy_on_researc
h_and_innovation/presentations/horizon_eur
ope_en_investing_to_shape_our_future.pdf. 

[4] Pro osnovni zasady (ctratehiyu) derzhavnoyi 
ekolohichnoyi polityky Ukrayiny na period 
do 2030 roku. – Zatverdzheno Zakonom 
Ukrayiny vid 28 lyutoho 2019 roku # 2697 – 
VIII. – [Elektronnyy resurs]. – Rezhym 
dostupu: 
https://zakon.rada.gov.ua/laws/show/2697-
19#Text. 

[5] Kropyvnytskyi V., Pavlyshyn M., Chumak 
V. Vysokomobil'na laboratoriya 
ekolohichnoho monitorynhu – [Elektronnyy 
resurs]. – Rezhym dostupu: https://ns-
plus.com.ua/2017/06/13/vysokomobilna-
laboratoriya-ekologichnogo-monitoryngu/. 

[6] Trysniuk V.M., Okhariev V.O., Trysniu T.V, 
Smetanin K.V., Holovan Yu.M.  Stvorennya 
systemy mobil'noho ekolohichnoho 
monitorynhu // Ekolohichna bezpeka ta 
zbalansovane resursokoryt·stuvannya. – №2 
(18). – 2018. – S. 118 – 125. 

[7] Lysenko O.I. Rozrobka pryntsypiv 
pobudovy bezprovodovykh sensornykh 
merezh iz samoorhanizatsiyeyu dlya 
monitorynhu parametriv navkolyshn'oho 
seredovyshcha. – [Elektronnyy resurs]. – 
Rezhym dostupu: 
https://report.kpi.ua/uk/0115U000269. 

[8] Perspektyvni naukovo-tekhnichni rozrobky 
NAN Ukrayiny. – Ekolohiya ta okhorona 

dovkillya.  – [Elektronnyy resurs]. – Rezhym 
dostupu: 
https://www.nas.gov.ua/RDOutput/UA/boo
k2017/Pages/sd.aspx?SRDID=02. 

[9] Silvia Liberata Ullo, G. R. Sinha. Advances 
in Smart Environment Monitoring Systems 
Using IoT and Sensors // Sensors 2020, 
20(11), 3113. doi:10.3390/s20113113. 

[10] Farmanullah Jan, Nasro Min-Allah, Dilek 
Düştegör. IoT Based Smart Water Quality 
Monitoring: Recent Techniques, Trends and 
Challenges for Domestic Applications // 
Water 2021, 13(13), 1729. doi: 
10.3390/w13131729. 

[11] Tércio Filho, Luiz Fernando, Marcos Rabelo, 
Sérgio Silva, Carlos Santos, Maria Ribeiro 
,Ian A. Grout, Waldir Moreira, Antonio 
Oliveira-Jr. A Standard-Based Internet of 
Things Platform and Data Flow Modeling for 
Smart Environmental Monitoring// Sensors 
2021, 21(12), 4228. doi: 10.3390/s21124228. 

[12] Stvorennya mikroelektronnykh datchykiv 
novoho pokolinnya dlya intelektual'nykh 
system / Ya. I. Lepikh, Yu. O. Hordiienko, S. 
V. Dziadevych [et al.]. – Odesa: Astroprint, 
2010. – 256 s. 

[13] Intelektual'ni vymiryuval'ni systemy na 
osnovi mikroelektronnykh datchykiv novoho 
pokolinnya / Ya. I. Lepikh, Yu. O. 
Hordiienko, S. V. Dziadevych [et al.]. – 
Odesa: Astroprint, 2011. – 351 s. 

[14] Vashpanov Yu. O. Suchasni sensory 
avtomatychnykh system: navch. posib. / Yu. 
O. Vashpanov – Odesa: VMV, 2014. – 240 s. 

[15] Miao Wu, Ting-Jie Lu, Fei-Yang Ling, Jing 
Sun and Hui-Ying Du, “Research on the 
architecture of Internet of Things,” 2010 3rd 
International Conference on Advanced 
Computer Theory and 
Engineering(ICACTE), 2010, pp. V5-484-
V5-487, doi: 
10.1109/ICACTE.2010.5579493. 

[16] Quandeng Gou, Lianshan Yan, Yihe Liu. 
Construction and Strategies in IoT Security 
System. Green Computing and 
Communications (GreenCom), 2013 IEEE 
and Internet of Things (iThings/CPSCom), 
IEEE International Conference on and IEEE 
Cyber, Physical and Social Computing, 
2013, pp. 1129-1132. 

261

https://industry4-0-ukraine.com.ua/2019/01/02/ukrainska-strategiya-industrii-4-0-7-napriankiv-rozvutku/
https://industry4-0-ukraine.com.ua/2019/01/02/ukrainska-strategiya-industrii-4-0-7-napriankiv-rozvutku/
https://industry4-0-ukraine.com.ua/2019/01/02/ukrainska-strategiya-industrii-4-0-7-napriankiv-rozvutku/
https://industry4-0-ukraine.com.ua/2019/01/02/ukrainska-strategiya-industrii-4-0-7-napriankiv-rozvutku/
http://mip.gov.ua/done_img/d/30-project_08_06_15.pdf
http://mip.gov.ua/done_img/d/30-project_08_06_15.pdf
https://ec.europa.eu/info/sites/default/files/research_and_innovation/strategy_on_research_and_innovation/presentations/horizon_europe_en_investing_to_shape_our_future.pdf
https://ec.europa.eu/info/sites/default/files/research_and_innovation/strategy_on_research_and_innovation/presentations/horizon_europe_en_investing_to_shape_our_future.pdf
https://ec.europa.eu/info/sites/default/files/research_and_innovation/strategy_on_research_and_innovation/presentations/horizon_europe_en_investing_to_shape_our_future.pdf
https://ec.europa.eu/info/sites/default/files/research_and_innovation/strategy_on_research_and_innovation/presentations/horizon_europe_en_investing_to_shape_our_future.pdf
https://zakon.rada.gov.ua/laws/show/2697-19#Text
https://zakon.rada.gov.ua/laws/show/2697-19#Text
https://ns-plus.com.ua/2017/06/13/vysokomobilna-laboratoriya-ekologichnogo-monitoryngu/
https://ns-plus.com.ua/2017/06/13/vysokomobilna-laboratoriya-ekologichnogo-monitoryngu/
https://ns-plus.com.ua/2017/06/13/vysokomobilna-laboratoriya-ekologichnogo-monitoryngu/
https://report.kpi.ua/uk/0115U000269
https://doi.org/10.3390/s21124228


Legal Aspects of Blockchain Technology Regulation in the 
Financial Sphere 
 
Kateryna Tokarieva 1, Nataliya Vnukova2, Volodymyr Aleksiyev3 

 
 

1 Scientific and Research Institute of Providing Legal Framework for the Innovative Development of the National 
Academy of Legal Sciences of Ukraine, Chernyshevskaya st., 80, Kharkiv, 61002, Ukraine, 
2,3 Simon Kuznets Kharkiv National University of Economics, Nauky Avenue, 9A, Kharkiv, 61166, Ukraine 
 

 
 
Abstract  
The article is devoted to the investigation of legal aspects of distributed registry technology 
(blockchain). It is proposed to create a legal environment that facilitates the introduction of 
distributed registry systems in the financial sector by defining systems as a set of devices 
that are independent of each other and carry out the formation of digital records of 
registration, storage and accounting of digital data. 
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1. Introduction 

The rapid development of technology has led 
to the emergence and development of new legal 
relations in all spheres of public life. In particular, 
the emergence of blockchain technology (or 
distributed registry system) and its use in many 
areas of activity have formed a new type of socio-
economic relations, which currently require 
appropriate legal regulation. 

 Indicate that the governments of many 
countries in the world pay attention to the priority 
of implementing the above technology in existing 
information exchange systems, tax integration, 
payment systems and more. This conclusion is 
based on studies conducted by Deloitte [1]. 
Depending on this, we can state the need to form 
a new regulatory environment through which a 
favorable legal regime for the functioning of 
modern technologies, including in the financial 
sector. 

Areas of formation of a new regulatory 
environment are:  

 (1) removal of legal restrictions that hinder the 
development of the digital economy;  

 (2) definition of basic legal concepts,  
 (3) ensuring equal opportunities in the 

identification and authentication of individuals 
and legal entities, which will increase the 

efficiency of management of economic processes 
by legal measures. 

In order to form such a regulatory 
environment, it is necessary to adopt a number of 
new regulations aimed at regulating relations in 
the financial sector, as well as to amend existing 
legislation. 

2. Problem setting  

In view of the above, there is now a need not 
only to cover the legal aspects of the use of 
blockchain technology in the financial sector, but 
also to provide proposals for regulatory regulation 
of such relations. In addition, it should be noted 
that in 2020, attacks on blockchain platforms took 
first place, which indicates the active interest not 
only of society but also of cybercrime. This 
approach makes additional demands on the 
settlement of legal aspects in the use of distributed 
networks, smart contracts based on blockchain 
technologies. Therefore, the urgent task of 
research is the synergy of issues related to the 
legal aspects of regulation of blockchain 
technology in the financial sector with technical 
solutions to ensure the security of blockchain 
technology. 
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3. Methodology  

To solve the research problem, it is proposed 
to use the method of system analysis, which 
provides identification of approaches to financial 
and legal regulation of the implementation of 
distributed registry systems, taking into account 
the scientific concepts of domestic and foreign 
scientists. With the help of the formal-legal 
method, the problem related to the formulation of 
the concept of "distributed registry system", 
"digital currency" and the identification of the 
subjective composition of the participants in these 
systems. The theory of protection and the laws of 
synergy propose the definition of transaction 
security requirements in financial systems based 
on blockchain technology. 

The comparative legal method allows us to 
trace the changing roles of states in the regulation 
of relations using blockchain technology and 
analyze such transformations. 

4. Results  

Obviously, the advantages of integrating 
blockchain technology into various areas of 
public administration include:  

reduction in economic costs, time and 
complexity in intergovernmental and public-
private information exchange, which enhances the 
administrative function of governments;  

reduction of bureaucracy, discretion and 
corruption due to the use of distributed registers 
and programmed smart contracts; 

increasing the level of automation, 
transparency, auditability and accountability of 
information in state registers in the interests of 
citizens;  

increasing the confidence of citizens and 
companies in government programs and the 
introduction of documentation, due to the use of 
algorithms that are no longer under the sole 
control of the government [2, 64]. With this in 
mind, it can be stated that with the help of 
blockchain technology, trusting, direct and to 
some extent decentralized relations between 
citizens and government entities are formed. 

But it is necessary to take into account the 
technical "mistakes" of modern exchanges / 
platforms based on the use of blockchain and 
cryptocurrencies, which are formed by a 
hierarchical structure (as well as banking 
systems), and only then use distributed networks 
and blockchain technology to form smart 

contracts and mining. This approach allows in 
2020 to break the hierarchical superstructure and 
use threats to automated banking systems (ABS) 
of banking sector organizations (BSО) with signs 
of synergy and hybridity. Figure 1 shows a block 
diagram of a synergistic threat model that takes 
into account threats to the components of security 
(cybersecurity (CB), information security (IS) and 
IT-security ) [10,11]. 

In the current national legislation of Ukraine 
there is no definition of the category "distributed 
registry system", however, it is basic in this 
context, as the use of this technology is the 
introduction of new tools and institutions. In 
addition, we believe that the very definition of 
distributed registry technology will allow to 
correctly determine the legal regime of 
cryptocurrency / digital and virtual assets and 
relations in the field of their application. 

Based on the analysis of the essence of 
distributed registry technology, we consider the 
most successful approach, in which the latter is 
considered not as a payment system, but directly 
as a set of devices that are independent of each 
other and generate digital records of registration, 
storage and accounting of digital data.  

Indicias of the distributed register system are: 
decentralization, non-mandatory existence of a 
central body, the absence of intermediaries in the 
process of such a system, equality of participants 
and their agreement. 

It is widely believed that the use of a 
distributed registry system in the financial sector 
is primarily associated with cryptocurrencies 
(digital or virtual assets). However, these 
categories are not identical in content. 

We are of the opinion that their research and 
ratio should be conducted taking into account the 
technological and economic nature. The study of 
the technological nature of virtual assets and 
cryptocurrency is appropriate given that their 
creation is possible only on the basis of 
appropriate technologies. Clarification of the 
economic and legal nature will determine the 
economic essence of cryptocurrencies as one of 
the modern financial instruments and regulate its 
functioning within the modern legal field. 

Thus, within the analysis of the economic 
component of the economic and legal nature of the 
virtual asset of the distributed register, it is 
necessary to consider the virtual asset of the 
distributed register from the standpoint of its 
compliance with the tool by which systems and 
accounting tokens [8, p. 8].  
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Figure 1 - Synergetic model of security threats  

 
At the same time, regarding the legal nature of 

the studied phenomena in the world, several basic 
concepts are identified to determine the legal 
nature of a virtual asset, in particular, it is about 
considering the latter (and regulation at the 
legislative level, respectively) as: 1) means of 
payment; 2) currency; 3) goods; 4) tangible assets; 
5) securities. We also emphasize that some 
countries around the world are open to the 
introduction of such a phenomenon, and some – 
per contra. As can be seen, this is due to many 
factors, including the form of the state, the form 
of government, the state regime. 

In Japan, at the legislative level, 
cryptocurrency is considered as a means of 
payment and is fixed as a value used to fulfill 
obligations to purchase or borrow goods or 
services for the benefit of others transmitted by an 
electronic data processing system, provided that 
its value is limited to a value recorded on an 
electronic device or in any electronic form, and 
does not include Japanese or foreign currencies or 
assets denominated in such currencies. [3]. 

Another approach is chosen in China. In 
particular, the government has taken a number of 
steps to curb the use of cryptocurrency. First, 
statements have been published on local 

exchanges to stop trading cryptocurrencies and to 
prevent their extraction. Second, access to online 
platforms and mobile applications that offer 
cryptocurrency exchange services is blocked. 
Third, financial institutions and third-party 
payment transfer operators are prohibited from 
accepting, using or selling such currency. At the 
same time, the People's Bank of China tested its 
own cryptocurrency, striving to become the first 
major Central Bank, issued digital money under 
full control over digital transactions [4]. 

Thus, at a certain stage, China joined the states 
that are interested in the introduction of 
cryptocurrency, but with certain features - 
maintaining a centralized approach to their 
regulation, which, in our opinion, contradicts the 
essence of the use of blockchain technology. 

Ukraine has not yet formed a unanimous 
approach to determining the legal regime of 
cryptocurrency (virtual / digital assets). It is 
noteworthy that several bills on the legal 
regulation of cryptocurrency (virtual / digital 
assets) have been registered, in particular, the 
following draft Laws of Ukraine: a) "On 
tokenized assets and cryptocurrencies" № 4328 of 
05.11.2020 [5]; ) "On virtual assets" № 3637 
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dated 11.06.2020 (adopted in the first reading, 
finalized within the second reading). [6] 

The latest bill is no longer about 
cryptocurrency, but about a virtual asset, which is 
defined as a special type of property that is 
valuable in electronic form, exists in the 
circulation of virtual assets, and may be in civil 
circulation. Virtual assets can be secured and 
unsecured [6, Art. 1]. Thus in h. 1 Art. 4 of the 
said bill states that virtual assets are property, the 
peculiarities of the circulation of which are 
determined by the Civil Code of Ukraine and this 
Law.  

In our opinion, such a position is considered 
quite constructive given not only the essence of 
this category, but also the fact that in the national 
legal field in modern conditions it is the most 
relevant option of legal regulation. When defining 
virtual assets as property in the context of 
taxation, it is advisable to talk about the 
establishment of a legal mechanism of income tax 
/ income tax on transactions with such property [7, 
p. 175; 9]. In this context, issues related to the 
taxation of virtual assets need to be 
comprehensively studied. 

The legal status of participants in distributed 
registry systems requires a separate legal study. 
We emphasize that the range of such participants 
and, accordingly, their legal status will vary 
depending on what kind of relationship in the 
financial sphere. We emphasize that the studied 
technology is peer-to-peer, which provides an 
opportunity to include in the circle of participants 
(users) of the distributed registry systems not only 
legal entities but also individuals. Such a system 
is based on equal rights of participants (unlike 
"classic" banking, currency relations, etc., in 
which there is always an authorized entity), which 
significantly changes the content of such 
relations. 

It should be emphasized that along with a 
positive assessment of the use of new 
technologies in almost all spheres of public life, 
and financial, in particular, it should be noted the 
presence of certain risks that occur. In our 
opinion, first of all, the risks of untested business 
models, the high potential for abuse of rights by 
the relevant participants in such relations, fraud, 
the lack of an effective mechanism for protecting 
information (data) provided by entities to the 
relevant registers. To ensure the safety of 
participants in relations that are formed and 
developed with the help of blockchain 
technology, high-quality technical support and an 
effective legal mechanism for regulating such 

relations are needed. The primary task of creating 
a system of legislation in the field of innovative 
technologies in the financial sector is the 
formation of an effective legal mechanism for 
leveling possible financial risks and consumer 
protection. 

In addition, it is necessary to take into account 
the risks associated with existing and threats of the 
post-quantum period (which will occur with the 
advent of a full-scale quantum computer, with its 
ability to break modern symmetric and 
asymmetric security algorithms used not only in 
ABS, but and in distributed networks and systems 
based on blockchain technology, this approach 
will ensure that critical target threats on 
cryptocurrency exchanges / platforms are taken 
into account in legislation and regulations. 
 

5. Conclusions 

It is proposed to create a legal environment 
that facilitates the introduction of distributed 
registry systems in the financial sector by defining 
systems as a set of devices that are independent of 
each other and carry out the formation of digital 
records of registration, storage and accounting of 
digital data. In addition, it is proposed to take into 
account the impact of current targeted threats with 
signs of synergy and hybridity on the 
infrastructure elements of networks / systems 
based on blockchain technology. 
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Abstract  
The paper considers a way to increase the stability of the NTRU Encrypt algorithm by replacing 
the uniform distribution with a normal one when generating encryption keys to increase the 
stability of transformations. The use of fast Fourier sampling to reduce the number of operations 
when performing encryption is justified.  
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1. Introduction 

With the constant process of improving 
quantum computers, which leads to increase in the 
number of qubits, the classic encryption 
algorithms can be rapidly hacked. [1] Given this, 
there is a necessity of developing and further 
improving of the algorithms, which are able to 
counteract cryptanalysis in the post-quantum 
period. The question of defining and 
substantiating the size of their parameters and 
conditions of application for solving various 
applied problems remains relevant. With the 
practical application of the algorithms, there are 
problems associated with end-to-end encryption, 
such as encrypting messages between the UAV 
and the ground workstation. In solving the tasks, 
it is necessary to use fast algorithms that can work 
effectively in the post-quantum period. Finding 
new solutions to protect information in the post-
quantum period and improving existing 
algorithms by increasing their cryptographic 
stability is a task that is relevant today.  

Algorithms that use transformations on 
algebraic lattices, the stability of which is based 
on solving NP-complexity problems, have 
become an alternative to classical algorithms in 
fields and rings.  

NP-complexity problems include the 
following tasks: finding the shortest lattice vector 
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(SVP - Shortest Vector Problem) or finding the 
(approximately) shortest independent vectors 
(SIVP – Shortest Independent Vectors Problem) 
[2]. The essence of these problems is to find in a 
given basis of the algebraic lattice of a nonzero 
vector that close to a certain normal.  

The aim of this article is developing tools of 
increasing the stability of the algorithm on 
algebraic lattices, the NTRU algorithm exactly, 
without effect on its performance 

2. Algebraic lattices and fast Fourier 
transform. 

Algebraic lattices have become a convenient 
tool for cryptographic transformations in modern 
conditions. An algebraic lattice of dimension m 
means a set of all possible combinations of 
linearly independent vectors from a space of 
dimension n with integer coefficients. [3]. 

The basis of a lattice 𝑏1, 𝑏2 ,… ,𝑏𝑛 is a set of 
linearly independent vectors that generates the 
specified lattice. Coordinates of basis vectors are 
𝑏𝑖 = {𝑥11, 𝑥12, . . . 𝑥1𝑚} 𝑖 = 1, 𝑛̅̅ ̅̅̅. 

The lattice can be associated with a matrix 
which rows are the coordinates of the basis 
vectors that form it. It is well known that any 
lattice can be defined by several bases and build a 
matrix of transition from one basis to another. 
This property allows to implement stable 
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algorithms on algebraic lattices by constructing a 
basis that consisting of the shortest vectors. Using 
polynomials of degree n, it is possible to specify a 
basic vector of dimension n, the coordinates of 
which are equal to the coefficients of the 
polynomial. These properties allow to apply the 
fast Fourier transform to represent the basis 
vectors and build cryptographic transformations 
with their help. According to [4], the fast Fourier 
transform can be applied when developing an 
algorithm on algebraic lattices in a ring of a class 
of surpluses modulo some number q. In addition, 
the fast Fourier transform can be represented in 
matrix form, which allows in the field of surpluses 
modulo q to move from the values of the 
polynomial from the original roots from one to its 
coefficients according to formula 1. 

(

𝑦0

𝑦1

⋮
𝑦𝑛−1

)

= (

1
1
⋮
1

 

1
𝑤𝑛

⋮
𝑤𝑛

𝑛−1

…
…
⋮
…

1
  𝑤𝑛

𝑛−1

⋮

𝑤𝑛
(𝑛−1)(𝑛−1)

) (

𝑎0

𝑎1  
⋮

𝑎𝑛−1

), 

(1) 

where 𝑦𝑗 is the value of the polynomial from the 
degrees of the original root of unity, 𝑤𝑛

𝑖  is the 
value of the original root of unity degree і, 𝑎𝑖 are 
polynomial coefficients that determine the 
coordinates of the basis vectors.  
For any prime number 𝑞 in the field of surpluses 
modulo 𝑞 there is a root 𝑔 of degree (𝑞 − 1)of 
unity, which satisfies the following formula: 

𝑞 − 1 = 𝑚2𝑘 , (2) 
where 𝑔𝑚 is the root of degree of unity. Formula 
2 allows the application of fast Fourier transform 
algorithms for polynomials of degree . It can be 
shown that for any natural number k such a prime 
number q exists. This follows from Dirichlet's 
theorem on prime numbers [5]. To apply 
Dirichlet's theorem for cryptographic 
transformations on lattices, the number 𝑞 and the 
degree of the polynomial on which the 
transformations are performed must correspond to 
the formula 2. Using the inverse Fourier 
transform, it is possible to determine the 
coordinates of the basis vectors with the formula:  

𝑎𝑗 =
1

𝑛
∑ 𝑦𝑗𝑤𝑛

−𝑗𝑘

𝑛−1

𝑗=0

 (3) 

where 𝑛 is the number of basis vectors, 𝑘 is the 
degree of the original element,   is the value of 
the original root of unity, 𝑦𝑗 is the value of the 

polynomial from the degrees of the original root 
of unity. 

This mathematical apparatus allows with 
performing transformations on algebraic lattices 
to reduce the number of operations due to the 
properties of the original roots of unity,  
such as 𝑤𝑛

0 = 𝑤𝑛
𝑛 = 1. In addition, 𝑤𝑛

𝑗
∙ 𝑤𝑛

𝑘 =

𝑤𝑛
𝑗+𝑘

= 𝑤𝑛
(𝑗+𝑘)𝑚𝑜𝑑𝑛. So, it is enough to use the 

condition 𝑤𝑛
𝑛−1 =  𝑤𝑛

−1 to find the inverse 
element then. 

With the help of fast Fourier transform it is 
possible to solve a problem which consists in 
search from a numerical matrix of the big size of 
extraction of the small size block with the 
specified properties. 

Under the block means the submatrix of the 
initial matrix. The idea of this algorithm, based on 
the fast Fourier transform, is to find some pattern 
𝑝0, 𝑝1, … … 𝑝𝑚−1 in a range 𝑡0, 𝑡1, … , 𝑡𝑛−1, where 
𝑝𝑖 , 𝑡𝑗 are some numbers. It is well known that the 
subrange enters from the i-th position, if 𝑝𝑗 =

𝑡𝑖+𝑗, 𝑗 = 0,1,2, … , 𝑚 − 1. Entry of the subrange 
of the i-th position is equivalent to the fulfillment 
of the condition: 

𝐵𝑖 = ∑ (𝑝𝑗 − 𝑡𝑖+𝑗)
2

= 0

𝑚−1

𝑗=0

. 
 

(4) 

Calculating the array Ві allows to determine all 
entries of subranges into the range. This property 
is used to construct one-sided functions with a 
trapdoors, which are used in cryptographic 
transformations on algebraic lattices [6]. 

The algorithm for calculating Ві according to 
[6] is to perform the following steps: 

1. Polynomial calculations are performed 
𝐶(𝑥) = 𝑇(𝑥)𝑃(𝑥), where 𝑇(𝑥) = 𝑡𝑛−1 𝑥

𝑛−1 +
⋯ + 𝑡1𝑥 + 𝑡0, 𝑃(𝑥)=𝑝0𝑥𝑚−1 + ⋯ + 𝑝𝑚−1 the 
coefficient of the specified polynomial at 𝑥𝑚−1+𝑖  
is equal to 𝑐𝑚−1+𝑖 = 𝑝0𝑡𝑖 + 𝑝1𝑡𝑖+1 + ⋯ +
𝑝𝑚−1𝑡𝑚−1 = ∑ 𝑝𝑗𝑡𝑗+𝑖.𝑚−1

𝑗=0  
2. Calculations of 𝑆 = ∑ 𝑝𝑗

2𝑚−1
𝑗=0  are 

performed and this addend is present in every Ві; 
3. Calculations 𝐻 = ∑ 𝑡𝑗

2𝑚−1
𝑗=0   are 

performed; 
4. Calculations of the recurrent formula: 

𝐵0 = 𝑆 − 2𝑐𝑚−1 + 𝐻, 𝐵1 = 𝑆 − 2𝑐𝑚 +
∑ 𝑡𝑗+1

2𝑚−1
𝑗=0 = 𝐵0 − 2𝑐𝑚−1 − 2𝑐𝑚 − 𝑡1

2 + 𝑡𝑚
2 , 

𝐵𝑖 = 𝐵𝑖−1 + 2(𝑐𝑚−2+𝑖 + 𝑐𝑚−1+𝑖) − 𝑡𝑖−1
2 −

𝑡𝑚−1+𝑖
2  are performed.  

This algorithm allows to determine vectors 
with certain properties, such as to find the shortest 
lattice vector. 
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3. NTRU algorithm 

NTRU Encrypt algorithm [7] today is one 
of the most researched and widespread 
algorithms. The asymmetric cryptosystem which 
built on its basis is based on transformations on 
algebraic lattices. NTRU is a probabilistic stable 
system, i.e. a random element is used to encrypt 
messages. Under this condition, each message has 
a lot of ciphertext. The stability of the 
cryptosystem NTRU Encrypt [7] was determined 
experimentally and is based on the fact of the 
difficulty of finding the shortest vector of the 
algebraic lattice [2]. The advantage of this system 
is the fact that encryption and decryption of the 
message and key generation process is quick and 
easy for implementing. NTRU Algebraic Lattice 
Algorithm is an attractive algorithm for 
encrypting data in the communication channel 
between the UAV and the ground workstation. 
The advantage of the algorithm on the one hand is 
the ability to perform asymmetric encryption, and 
on the other to provide fast software 
implementation. The complexity of the algorithm 
can be reduced by applying a fast Fourier 
transform [4] from Ο(𝑛2) to Ο(𝑛𝑙𝑜𝑔𝑛). The 
NTRU Encrypt algorithm depends on parameters 
that are integers and can be represented in 
polynomial form. In order for the parameters not 
to contribute to the occurrence of random errors 
during decryption, it is necessary to include 
control bits in each message block. 

The following parameters are used to 
build a mathematical model of the algorithm: 

• N – the dimension of the ring of 
polynomials which used in encrypting messages; 

• p – a natural number involved in 
encrypting and decrypting of the message; 

• q – a natural number that participates in 
encrypting, decrypting of the message and 
determining the public key; 

• k – the key security on which resistance 
to attacks depends; 

• dі (і=1,2) – distributions of polynomial 
coefficients used in the formation of the public 
and secret keys. 

When generating keys, consider a ring of 
truncated polynomials 𝑅 = 𝑍[𝑥]/(𝑥𝑁 − 1). Each 
element of the ring can be represented in 
polynomial form 𝑓 = ∑ 𝑓𝑠𝑥𝑠𝑁−1

𝑠=0  or in vector form 
(𝑓1, 𝑓2, … , 𝑓𝑁−1). All coefficients of a polynomial 
are integers. To reduce the complexity of 
calculating the operation of multiplication of 

polynomials in a ring of truncated polynomials is 
possible by applying the operation of 
"convolution" according to the following rule: let 
it be necessary to multiply 2 polynomials 𝑓 =
∑ 𝑓𝑠𝑥𝑠𝑁−1

𝑠=0  and 𝑔 = ∑ 𝑔𝑠𝑥𝑠 𝑁−1
𝑠=0 in a ring of 

truncated polynomials 𝑅 = 𝑍[𝑥]/(𝑥𝑁 − 1). The 
result of multiplication ℎ = 𝑓⨂𝑔 is a polynomial 
of the form: ℎ = ∑ ℎ𝑠𝑥𝑠𝑁−1

𝑠=0 , which coefficients 
are calculated by the formula: 

ℎ𝑠 = ∑ 𝑓𝑖𝑔𝑠−𝑖 +𝑠
𝑖=0 ∑ 𝑓𝑖𝑔𝑁+𝑠−𝑖

𝑁−1
𝑖=𝑠+1 . 

This formula allows to reduce the 
computational complexity of multiplying 
polynomials in 𝑅 = 𝑍[𝑥]/(𝑥𝑁 − 1) due to the 
lack of a summation of 𝑚𝑜𝑑(𝑥𝑁 − 1) terms 
which degree are greater than N. 

The parameters p and q do not have to be prime 
numbers, but they must satisfy the conditions: 
НСД (p, q) = 1 and parameter p should be much 
smaller than q. Using the values of the parameters 
p and q, two polynomials 𝑓 and 𝑔 are randomly 
selected. A polynomial 𝑓 belongs to a ring of 
truncated polynomials 𝑅 = 𝑍[𝑥]/(𝑥𝑁 − 1) with 
the distribution of coefficients with the parameter 
d1. This means that the polynomial 𝑓 contains d1 
coefficients equal to 1, d1 -1 coefficients equal to 
-1 and all other coefficients equal to 0. This 
distribution of coefficients is due to the presence 
of an inverse polynomial to the polynomial 𝑓. A 
polynomial 𝑔 belongs to a ring of truncated 
polynomials 𝑅 = 𝑍[𝑥]/(𝑥𝑁 − 1) with the 
distribution of coefficients with the parameter d2. 
This means that the polynomial 𝑔 contains d2 

coefficients equal to 1, d2 -1 coefficients equal to 
-1 and all other coefficients equal to 0. Using 
polynomial 𝑓 coefficients, polynomials 𝑓𝑝 ≡

𝑓(𝑚𝑜𝑑 𝑝) and 𝑓𝑞 ≡ 𝑓(𝑚𝑜𝑑 𝑞) are constructed.  
The obtained polynomials have inverse 

polynomials in the ring of truncated polynomials  
𝑅𝑝 = 𝑍𝑝[𝑥]/(𝑥𝑁 − 1) and 𝑅𝑞 = 𝑍𝑞[𝑥]/(𝑥𝑁 −

1). As for polynomials obtained by reducing a 
polynomial modulo p and q, they do not have 
inverse polynomials in the ring of truncated 
polynomials 𝑅𝑝 = 𝑍𝑝[𝑥]/(𝑥𝑁 − 1) and 𝑅𝑞 =

𝑍𝑞[𝑥]/(𝑥𝑁 − 1). 
The public key is calculated according to the 

rule: ℎ ≡ 𝑝𝑓𝑞
−1 ⊗ 𝑔(𝑚𝑜𝑑 𝑞). It should be noted 

that the polynomial ℎ and the numbers p and q are 
open parameters, and the polynomial 𝑓 and 𝑓𝑞

−1 
are secret. To encrypt messages a polynomial r , 
that has a distribution of coefficients d3 in the ring 
of truncated polynomials 𝑅 = 𝑍[𝑥]/(𝑥𝑁 − 1), 
and a public key ℎ are randomly selected. This 
means that the polynomial ℎ contains d3 
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coefficients equal to 1, d3 -1 coefficients equal to 
-1 and all other coefficients equal to 0.  

The message m is encrypted as follows: с ≡
𝑟 ⊗ ℎ + 𝑚(𝑚𝑜𝑑 𝑞). 

The message is decrypted in two stages. 
First, calculate the polynomial p with integer 

coefficients from the interval (
−𝑞

2
,

𝑞

2
) by the 

formula: 𝑎 ≡ 𝑓 ⊗ 𝑐(𝑚𝑜𝑑 𝑞). Then calculate 
𝑓𝑞

−1 ⊗ 𝑎. 
The specified encryption algorithm has a 

disadvantage, which is associated with the 
appearance of parameters that contribute to errors. 
Therefore, it is necessary to include control bits 
for each message block. The cause of such errors 
is incorrect message centering. It is possible to get 
rid of it by calculating a polynomial 𝑎 ≡ 𝑓 ⊗
𝑐(𝑚𝑜𝑑 𝑞) with integer coefficients in the interval 
(

−𝑞

2
+ 𝑥,

𝑞

2
+ 𝑥) for a small value of negative or 

positive x. If this algorithm does not work, then 
the encryption procedure is repeatable.  

From the decryption procedure, it can be 
concluded that the NTRU cryptosystem is 
probabilistic, so the plaintext is not always 
restored correctly from the encrypted text. The 
correct choice of polynomials f, g, r allows to 
reduce the probability of such an error to . 

4. Means to increase the stability of 
the NTRU algorithm and its speed 

Given the advantages and disadvantages of the 
NTRU Encrypt algorithm and the existing 
specific attacks [8-10],]it is possible to increase 
the stability of the algorithm by applying not 
uniform but normal distribution law when 
encrypting a message, namely when choosing 
polynomial r  coefficients. 

To determine the coefficients of the 
polynomial r , it is proposed to use a random 
number generator and the density of the normal 
distribution with predetermined mathematical 
expectations and standard deviation. The standard 
deviation in this algorithm is the value of safety 
level control and is a decisive factor. This is due 
to the fact that the stability of algorithms on 
algebraic lattices is based on the solution of the 
SPV problem (the problem of finding a short 
lattice vector) [11]. The specified value of the 
parameter should be chosen under the 
requirements of the stability of transformations, 
namely the standard deviation should be equal to 
the shortest vector of the algebraic lattice. As for 

the mathematical expectation, it can be zero. This 
point is due to the fact that for successful 
cryptanalysis it is necessary to find the lattice 
points within the probable radius 𝑠√𝑁, where N is 
the degree of the polynomial, the modulus of 
which is transformed, s is the Euclidean norm of 
the shortest lattice vector. The higher the rate of 
the vector, the greater the freedom of action of the 
cryptanalyst to carry out attacks. In view of this, 
it is proposed to choose the standard deviation 
equal to the Euclidean norm of the shortest lattice 
vector. It is possible to obtain the shortest lattice 
vector among the basis vectors with using the 
algorithm proposed in the paper [8]. This 
algorithm allows to obtain a basis using the Gram-
Schmidt orthogonalization process [12] with 
predetermined restrictions on the lengths of 
vectors. 

Next, using the obtained value of the standard 
deviation and a mathematical expectation equal to 
zero a random sequence is formed according to 
the following algorithm: 

1. a sequence (сn) of random numbers is 
generated; 

2. divide the field of real numbers into 
intervals according to the following condition: 
І1 = (−∞, −3𝜎), І2 = (−3𝜎, 0) І3 = (0,3𝜎)  
І4 = (3𝜎, +∞); 

3. check in what interval the generated 
number got сі. If сі ∈ І1, сі ∈ І4, then і - member 
of the sequence is equal to 0. If сі ∈ І2 , Then і - 
member of the sequence is equal to -1. If сі ∈ І3 , 
then і - member of the sequence is equal to 1. This 
sequence is the coefficient of the polynomial r, 
which is used for encryption. 

The sequence proposed by this rule allows to 
increase the resistance of the algorithm on the 
algebraic lattices of NTRU Encrypt to the attack 
described in [12,13]. 

To find the shortest lattice vector, we use a 
one-way function with a trapdoor, which allows 
us to find the shortest lattice vector from an array 
based on the fast Fourier transform. Next, the 
Euclidean norm of this vector is calculated, which 
allows to set the density function of the normal 
distribution and on the basis of the calculations to 
obtain a polynomial r . 

It is possible to increase the speed of 
algorithms, as mentioned above, by applying a 
fast Fourier transform. 𝑅 = 𝑍[𝑥]/(𝑥𝑁 − 1). 

According to formula 2 to determine the 
modulus q  it is necessary to find such a simple 
value of q that corresponds to the condition 𝑞 −
1 = 𝑚 ∙ 27. It is proposed to apply to 
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cryptographic transformations that provide a high 
level of stability the value of 𝑞 = 3 ∙ 27 + 1 =
769. This parameter gives possibility to apply the 
fast Fourier transform algorithm for polynomials 
of degree N. In a accordance with Dirichlet’s 
theorem on a prime number for a prime number 
769 in the field of the class of surpluses there is a 
root g of degree 768 of unity. Then 𝜔 = 𝑔3 is a 
root g of degree of unity. This fact gives 
possibility to apply formula 3 and reduce the 
complexity of the calculation. 

5. Conclusion 

Based on the analysis of the NTRU Encrypt 
algorithm, the paper proposes the application of 
the normal distribution law to determine the 
coefficients of the polynomial by which 
encryption is performed. The application of its 
parameters, namely mathematical expectation and 
heart-square deviation, is determined and 
substantiated. The choice of the original root for 
the representation of the base vectors of the 
algebraic lattice using fast Fourier transform is 
substantiated. It allows to reduce the encryption 
complexity for a high level of stability of 
transformations based on the NTRU Encrypt 
algorithm. 
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Abstract  
The article discusses software and architectural solutions for creating a mobile application 
«FindARt», which allows to recognize art objects using augmented reality technology. To 
implement AR technologies, the Vuforia Engine platform and the Vuforia Cloud Recognition 
recognition tool were used. It allows saving images and metadata in a Cloud database, and 
then recognizing them in the application. The mobile application «Find ARt» allows users to 
independently conduct individual excursions in museums in Odessa and contributes to 
expanding the creative horizons in matters of fine arts. 
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1. Introduction  

1 Activities that allow us to learn something 
new with minimal personal contact using 
electronic devices are becoming increasingly 
popular in the world that has changed a lot in the 
last year.  

During the quarantine, many museums 
operate in a safe mode, improve their web-sites 
and create self-educational portals about art. 
More and more of them organize virtual tours 
and online tours. 

Modern travel companies are actively using 
key digital technologies of Industry 4.0, for 
example, augmented reality (AR) technology [1]. 
In recent studies, augmented reality has been 
recognized as one of the most famous digital 
technologies that have enormous potential in 
tourism to make excursions more interactive, 
convenient and fun [2, 3, 4]. 

AR apps can enhance the experience of 
museum visitors by overlaying digital 
information available through smartphone 
displays in a real-world environment. Three-
dimensional virtual objects are integrated into a 
three-dimensional real environment in real time 
[5] to provide visitors with useful information, 
navigation, guides and translations, thereby 
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creating conditions for the development of smart 
tourism [6].  

Despite the fact that there are a large number 
of publications devoted to the creation of various 
AR mobile applications [7, 8, 9] the choice of 
architecture and design solutions for each of 
them directly related to the task. Thus, 
architecture choice and development of a mobile 
application for the recognition of art objects 
using augmented reality technologies will be 
very relevant. 

The offered mobile application «Find Art» 
will allow users to take personal tours in the 
museums, recognize pictures on different objects 
and expand their creative horizons to become 
more erudite. 

2. The main research material 

Augmented reality (AR) is an environment 
that complements the physical world with digital 
data in real time using appropriate devices and 
software. 

The specificity of augmented reality 
technology is that it programmatically visually 
connects two initially independent spaces: the 
world of real objects and the virtual world 
reproduced on a computer. The new virtual 
environment is created by superimposing 
programmed virtual objects on top of the video 
signal from the camera and becomes interactive 
by using special markers. AR can also be defined 
as a system that performs three main functions: a 
combination of real and virtual worlds, real-time 
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interaction, and accurate 3D recording of virtual 
and real objects. Overlaid sensory information 
can be constructive (i.e., an additive to the 
natural environment) or destructive (i.e., to mask 
the natural environment). The basis of 
augmented reality technology is an optical 
tracking system. The camera recognizes markers 
in the real world, "transfers" them to the virtual 
environment, imposes one layer of reality on 
another and thus creates a world of augmented 
reality [10]. 

The hardware of the augmented reality device 
consists of processors, displays, various sensors 
and input devices. Modern mobile devices, such 
as smartphones or tablets, have all these 
elements, as well as a camera and MEMS 
(accelerometer, GPS, digital compass), which 
make them suitable for use as a platform for AR. 
This in turn contributes to the spread of 
augmented reality and the growing popularity of 
technology among users. 

2.1. Basic principles of augmented 
reality technology   

The general scheme of creating augmented 
reality in all cases is as follows: the camera of 
the augmented reality device captures the image 
of a real object; the device software identifies the 
received image, selects or calculates the 
appropriate visual complement, combines the 
real image with its addition and outputs the final 
image to the visualization device [11]. The 
scheme is graphically presented in Fig. 1. 

 
Figure 1: General scheme of creating 
augmented reality 
 

A smartphone, tablet or smart glasses with a 
video camera and appropriate software are used 
to work with AR. If the camera lens is aimed at 
an object, the software recognizes it either by a 
pre-set marker or after analyzing the shape of the 
object. After recognizing the object, the software 
can connect to a three-dimensional digital 
duplicate of the object, which is located on the 
server or in the cloud. Then the AR device 

downloads the required information and overlays 
it on the object image. As a result, the screen (or 
glasses) displays partly physical, partly digital 
reality. In this case, different observers, looking 
at one object can see different augmented reality, 
according to the functions performed. The 
repairman can see the operating time or 
operating temperature of the unit he is servicing. 
The AR can help the operator control the subject 
with a touch screen, voice or gestures. As the 
observer moves, the size and orientation of the 
AR display are automatically adjusted, 
unnecessary information disappears, and new 
information appears. 

A digital model of an object is usually created 
at the stage of object development with the help 
of CAD or by digitization. This digital duplicate 
collects information about the state of the object, 
which is obtained from itself, information 
systems or external sources. With its help, 
augmented reality software scales and accurately 
places the actual data on the object image or 
around it. 

2.2. Features of using Vuforia 
Engine platform 

The Vuforia Engine platform, one of the most 
popular SDKs for developing augmented reality 
applications, was used to recognize objects and 
work with augmented reality elements..  

Vuforia is a comprehensive, scalable 
enterprise augmented reality platform and 
augmented reality software developer toolkit for 
mobile devices developed by Qualcomm. 
Vuforia uses computer vision technology, as well 
as tracking flat images and simple three-
dimensional real objects (such as cubic) in real 
time, recognizes text and cylindrical markers. 
Vuforia supports various types of targets, 
including unmarked Image Targets, 3D Multi-
Targets, and markers that highlight objects in the 
scene for recognition. Additional features allow 
users to avoid the effect of masking (occlusion) 
of objects using «Virtual Buttons», provide a 
selection of objects and the ability to 
programmatically create and modify them. 

With PTC developer tools, Vuforia platform 
can be used to create integrated applications, 
real-time applications, or develop graphical user 
interfaces. Vuforia provides application 
programming interfaces (APIs) in C ++, Java, 
Objective-C ++ and .NET through extensions for 
the Unity game engine. Thus, the SDK supports 
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both development for iOS, Android, and UWP, 
and also allows to develop AR-applications in 
Unity, which are easy to transfer to different 
platforms. The Vuforia Cloud Recognition 
service was used in the development of the Find 
ARt mobile application. It is part of the Vuforia 
platform, which allows to store images and 
metadata in a cloud databasea and then to 
recognize downloaded images and receive 
information about them in the application  [12]. 

The diagram in fig. 2 provides an overview of 
the application development process using the 
Vuforia platform. It consists of Vuforia Engine, a 
target management system hosted on the 
developer portal (Target Manager), and a cloud 
or local database [13]. 

 

 
Figure 2: Development of a mobile application 
using the Vuforia platform 

 
Vuforia Cloud Recognition is ideal for 

applications that use many targets or targets that 
need to be updated frequently, as is the case with 
museum exhibits. The free Vuforia license 
allows to use Cloud Recognition and recognize 
up to a thousand targets each month. 

2.3. Implementation of the mobile 
application «Find ARt» 

The mobile application «Find ARt» is 
designed for devices based on Android OS.  
Despite the fact that the official integrated 
development environment (IDE) for Android is 
Android Studio, Unity was chosen. Unity is a 
cross-platform application development 
environment developed by the American 
company Unity Technologies. Android Studio is 
not focused on developing applications using 
augmented reality (AR) technologies, but the 
leading platforms for working with AR (such as 
Hololens, Oculus, Vuforia, etc.) are designed for 
Unity. To use Vuforia in Unity, the Vuforia 

Engine AR package needs to be installed in the 
project through the Package Manager. We use 
Vuforia Engine version 8.1.12, which is the 
approved version for Unity 2019.4. After 
installing the package, an ARCamera object 
needs to be added to the appropriate scene. 
ARCamera is a Unity gaming camera feature that 
includes VuforiaBehavior to support augmented 
reality applications for both portable devices and 
digital glasses. The default camera can be deleted 
as ARCamera contains its own Camera 
component.  

Vuforia offers three types of databases for 
storing target images: Device, Cloud, and 
VuMark. Due to the need to store a large number 
of target images for the application and 
constantly add data, it was decided to use Cloud 
database to store the application targets. To do 
this, a Cloud database needs to be created on the 
Vuforia developer portal through the Target 
Manager. CloudRecognition and ImageTarget 
objects are nedded to be added to the scan scene. 
ImageTarget is an image that Vuforia Engine can 
detect and track.  

A C# script needs to be attached to the 
CloudRecognition object. This script initializes a 
CloudRecoBehavior object. This is a basic 
behavior class that encapsulates Cloud 
Recognition behavior. It will initialize the target 
finder and will wait for new results. Status 
changes and new recognition results are tracked 
using the OnNewSearchResult() method. 

The developer can add target images to the 
cloud database through the Target Manager on 
the Vuforia Engine developer portal. Target 
images are detected based on natural features 
that are extracted from the target image and then 
compared to the camera image in real time. 
Target ratings can range from 1 to 5 stars. For 
best results, it's best to use targets with 4 or 5 
stars. 

Each target cloud image may additionally 
have associated metadata. Target metadata is 
user-defined data that can be associated with a 
target and populated with special information up 
to the permitted limits (up to 2 MB per target). 
Metadata can contain a simple text message that 
will be displayed on the device screen when a 
target is detected; a simple URL string that 
points to a special network location where other 
content, such as a 3D model, video, image, or 
any other user data, is stored; some special text 
that the program can process and use to perform 
certain actions, such as presenting an object in 
JSON format. Metadata can be loaded with the 
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target image when creating a target in the Cloud 
database, or developer can update the metadata 
of an existing goal later through the goal 
manager, but this can take up to several minutes. 
Therefore, it was decided to store image data not 
as target image metadata in the Vuforia cloud 
database, but in the Firebase Database cloud 
database. 

Firebase Realtime Database stores data in 
JSON format [14]. The database contains data 
about paintings (title, author ID, year of writing, 
museum ID, additional information if necessary, 
total number of recognitions, etc.), authors, 
museums and users of the application 
(recognition statistics and ID of paintings added 
to Favorites). In our case using a NoSql database 
is more convenient than relational databases. 
When storing data in JSON format, you can not 
worry about determining the complete structure 
of each element or the interaction of the stored 
data types. For example, not all Artwork objects 
may have a description field. Materials or sizes 
of the original may be unknown. The year of 
creation can be specified in numbers or in text, 
for example, «before 1715». 

The implemented software allows to 
recognize paintings and immediately displays 
brief information about them on the screen. In 
the message that appears, user can click "Details" 
and go to the page with full information about 
the painting, which contains the name, author, 
size, year of creation, materials used, a brief 
description and the museum in which it is 
located. There is the ability to log in to save 
user’s favorite pictures to the "Favorites" and 
share information about them with friends 
through social networks or messengers. From the 
main page user can view the expositions of the 
museums of Odessa and the works of popular 
artists. The application has a minimalist light 
design (fig. 3). 

3. Conclusions 

In this work, a mobile application «Find ARt» 
was developed for convenient and quick 
obtaining information about objects of art using 
augmented reality (AR) technologies. The 
Vuforia Engine platform was used to implement 
AR technologies. 

Vuforia Engine is considered to be the 
leading tool in this field and the most complete 
SDK with a wide range of features for AR 
applications: identification and tracking of target 

images, English texts and 3D objects in real 
time; placement of virtual objects, such as 3D 
models, in a real environment, etc. 

 

  
Figure 3: «Find ARt» interface 

 
Due to the need to store a large number of 

target images for the application and constantly 
add data, it was decided to use Cloud database to 
store the application targets. 

Due to the need to store a large number of 
target images for the application and constantly 
add data, the Vuforia cloud database was used to 
store the FindARt application targets. Vuforia 
Cloud Recognition allows to store images and 
metadata in a cloud database and then recognize 
them in the application. This service is free, but 
has some limitations. 
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Abstract 
Today, pseudo-random number sequence generators are actively used to solve a large number 
of applied problems of statistical and simulation modeling in such areas as telecommunications 
networks, automated control systems for production processes and infrastructure, security 
systems and others. Such generators have serious requirements for the sequence of numbers 
that they generate at their outputs. These are, first of all, the requirements for their randomness. 
The original sequences should be almost indistinguishable from the truly random ones. And, 
most importantly, they must also ensure a high uniformity of probability distribution of the 
original numbers. It is shown that the non-uniformity of numbers at the output of the primary 
generator significantly affects the quality of modeling of stochastic processes that take place in 
systems for which computer models are built. Tests on a linear congruent generator and a 
Mersenne twister (MT) generator have shown that the flow of decimal real numbers at their 
outputs does not fully meet the needs of modern computer modeling. The vast majority of tests 
of such flows using the Pearson chi-square test gives an unsatisfactory result. Based on the 
analysis of post-processing methods of numerical sequences, it is proposed to perform 
preliminary thinning of the input in relation to the model of the numerical flow by removing 
elements that do not fit into the uniform distribution. The expected sum of random real numbers 
to be included in each of the segments of the random number distribution histogram is chosen 
as the thinning criterion. It is shown that the use of this method of post-processing of the primary 
generator does not require extra computing resources of the system. 
 
Keywords  1 
Simulation, linear congruent generator, Mersenne twister generator, inverse function method, 
Pearson chi-square test, post-processing of numerical flow. 

 
1. Introduction 

If in the second half of the last century 
modeling was considered a secondary stage in the 
design of complex systems, today the modern 
development of computer technology 
significantly increases its importance in the study 
of stochastic processes that occur in modern 
production, infrastructure management and 
economic activity. 

Usually the modeling of random processes 
takes place in two stages: first a sequence of 
random variables evenly distributed on the 
interval [0, 1] is created, and only then a sequence 
of numbers is formed from them, which 
corresponds to the given probability distribution 
law. Because computing devices are deterministic 
automata, they can only output pseudo-random 
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numbers (PRN) with a limited repetition period of 
T. For efficient modeling, PRN generation 
algorithms must provide high speed, long 
repetition periods, and good statistics. [1]. 

Libraries of modern programming languages 
already contain PRN generators with a uniform 
distribution law, which return the number 𝑈𝑖 from 
the finite set {0, 1, … , 𝑇 − 1}. It is also possible to 
connect external libraries offered by different 
developers. Most traditional PRN generators are 
well described by Donald Knuth in [2], where he 
concludes that they are of insufficient quality and 
unsuitable for research needs. 

The vast majority of PRN cryptographic 
generators developed in recent decades have been 
described in detail by Bruce Schneier in [3], but 
they are hardly suitable for computer simulation. 
First, their use requires significant computing 
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resources, which significantly reduces their 
efficiency, and secondly, they ensure uniform 
distribution at the binary level. As shown in [4], 
the transformation of a binary sequence into a 
decimal format and its subsequent scaling leads to 
a significant loss of uniformity. 

Recently, an algorithm known as the Mersenne 
Twister (MT) has been proposed for modeling 
purposes, which provides an extremely long 
repetition period 219937 − 1 [5]. It, together with 
the linear congruent generator (LCG) [6], is part 
of the libraries of almost all known specialized 
software environments designed to solve research 
and engineering problems. 

The two-stage modeling scheme is very 
sensitive to the uniform distribution of numbers at 
the output of the selected generator. As shown by 
checking the flow of real numbers generated by 
LCG and MT using Pearson's 𝜒2-test, up to half of 
the samples, regardless of their size, are not tested 
for uniformity. 

Since the choice of PRN generator is 
extremely limited for researchers, this problem 
should be solved by upgrading the numerical flow 
at the output of the PRN generator. 

2. The aim of the study 

To check the quality of pseudo-random 
number generators, a large number of test packets 
were created [7,8] and all of them perform the 
analysis of the output stream at the binary level. 
This is due to the fact that they are mainly 
intended for testing cryptographic generators 
focused on the performance of quenching 
operations, which are performed bit by bit. 
Divided into bytes and converted to a decimal 
sequence of real numbers, a binary sequence does 
not necessarily remain evenly distributed. In most 
cases, it is necessary to perform its post 
processing [9], choosing a method that would give 
a satisfactory simulation result and, at the same 
time, was effective in terms of the use of 
computing resources. In view of this, the aim of 
the study is to select and justify an additional 
method of converting a sequence of pseudo-
random numbers at the output of the MT generator 
to ensure a given level of uniformity of their 
distribution. 

3. Methods of post-processing 

The general idea of additional processing of 
numbers at the output of the generator was 

formulated long ago, when the main source of 
random numbers were physical noise occurring in 
electronic devices, such as electronic lamps, 
quantum generators and the like. Its essence is to 
sacrifice a certain number of numbers at the 
output of the generator for the sake of obtaining 
an output stream that would satisfy the conditions. 
Later, von Neumann remarked on the 
inadmissibility of using physical generators in 
computer technology, because due to technical 
difficulties the possibility of re-implementing the 
obtained sample of random numbers at that time 
was absent and, therefore, proposed algorithms 
for generating pseudo-random numbers as the 
method of mean squares [10 ] and the linear 
congruent method. But, as shown by D. Knuth [4], 
they also did not provide the necessary uniformity 
of the formed numerical flow. Since it is almost 
impossible to make an ideal generator, the idea of 
post-processing for both real random number 
generators and PRN generators remains relevant. 

At the moment, we can identify the following 
four methods of post-processing: [9]. 

1. Ad hoc simple correctors. 
2. Whitening with hash functions. 
3. Extractor algorithms. 
4. Resilient functions. 
The general requirement for all methods of 

post-processing is the minimization of resources 
for their implementation. 

An example of a simple corrector is the 
corrector described by von Neumann in [10] 
where he proposes to combine a pair of bits 
obtained from independent sources on the 
principle: if the bits match (00 or 11), the bits are 
canceled, the combination of bits 01 corresponds 
to 0-th the output bit, and the combination 10 
corresponds to the 1st output bit. The maximum 
efficiency of such an algorithm is on average 4 
input bits per 1 output bit. It was in this work that 
von Neumann emphasized the difficulty of 
generating random decimal numbers. 

Later, other, more advanced versions of 
similar correctors were proposed, but they also 
work at the bit level. 

Whitening is a method that reduces the 
correlation of symbols at the output of the entropy 
source and increases the homogeneity and 
uniformity of the distribution of symbols in the 
output stream. It is usually performed using hash 
algorithms, such as MD5, SHA-1, SHA-2, SHA-
256 or SHA-512. This processing is a 
deterministic algorithm that converts input blocks 
of characters of arbitrary length into a fixed size 
string. In [11] it was shown that bleaching does 
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not increase entropy and therefore the main task 
of ensuring randomness should be solved by the 
PRN generator, and not by the post-processing 
algorithm. It should be noted that the term 
randomness means the absence of a noticeable 
analytical relationship between the symbols at the 
output of the PRN generator. But, in contrast to 
cryptographic problems, in modeling it is 
important to ensure the uniformity of the 
distribution of the original numerical flow. 

Randomity extractors are algorithms that 
convert a low-quality stream of input values into 
an almost uniform stream of numeric characters 
with a small number of guaranteed random bits. 
Formally, the method of such a transformation is 
described in the work of Luke Trevisan [12]. To 
characterize weak sources of chance, the author 
introduces the concept of minimum entropy, 
which characterizes the non-uniform distribution 
of the quantity 𝑋 in the range {0,1}𝑛, where n is a 
binary combination at the source output. In the 
case of a perfectly uniform distribution, all 
combinations will be equally probable and the 
entropy will be maximum, otherwise it will be 
smaller. If the minimum entropy of such a source 
has a value of at least k, then for each 𝑥 ∈  {0,1}𝑛 
the condition Pr[𝑋 = 𝑥] ≤ 2−𝑘 is fulfilled. The task 
of the extractor is to convert the flow X into almost 
uniform. To quantify the output flow, the concept 
of statistical difference 𝜖 between two random 
variables X and X in the range {0,1}𝑛 is used, 
which is defined as: 
 

|𝑝[𝑇(𝑋) = 1]| − |𝑝[𝑇(𝑌) = 1]| ≤ 𝜖 (1) 
 

In the general case, the (𝑘, 𝜖) -extractor 
converts the flow of random variables X into an 
almost uniform flow by the rule: 

 
𝐸𝑥𝑡 ∶  {0,1}𝑛 × {0,1}𝑡 → {0,1}𝑚, 

 

(2) 
 
where the random variable X has a minimum 
entropy 𝑘, and 𝑈𝑡 is a uniformly distributed 
quantity on {0,1}𝑡. The mechanism of operation of 
the randomness extractor is shown in Figure 1. 
 

 
Figure 1: The mechanism of the extractor 
 

In [12], another method of amplifying the 
randomness of the output flux of the PRN 
generator, which is based on its postfiltration 
through some deterministic process, is 

considered. His idea is to use the use of elastic 
functions to divide the original characters into 
random and "not random enough". In [13], the 
elastic function F is defined as the (𝑛, 𝑚, 𝑘) -
function 𝑓 ∶  𝐹𝑛 → 𝐹𝑚, which forms each output k-
bit combination of fixed input bits directly, and 
the others 𝑛 − 𝑘 bits are selected randomly. Such 
functions were created exclusively for the needs 
of cryptographic transformations. 

From the above we can conclude that the work 
on creating generators of random and pseudo-
random numbers is mainly focused on 
cryptographic needs. At the heart of such 
generators is a complex computational process, 
the implementation of which requires significant 
computing resources. For modeling purposes, 
either LCG or MT generators are typically used, 
which have unsatisfactory uniformity in the 
distribution of the source symbols, but can be 
subject to post-processing methods such as 
combining streams from multiple sources and 
thinning them by removing symbols that look like 
“ not random enough ”. 

4. Post-processing of a numerical 
stream from the MT generator 

Computer simulation of random processes 
such as request flows in telecommunication 
systems [1], flows of attacks on information 
system resources [14], or failures of technical 
equipment in computer systems, involves the use 
of procedures containing elements of randomness 
implemented using built based on number theory 
and numerical analysis of optimally selected 
deterministic systems. Such systems are 
understood as arithmetic generators of pseudo-
random numbers, which are based on recurrent 
relations. This means that each subsequent 
number at the output of the generator is 
determined by one or more pre-formed numbers 
and the flow of such numbers will be repeated 
regularly with period 𝑇. Despite this dependence, 
the numbers generated by the generator should 
look independent throughout the period. only in 
the case of their absolutely uniform distribution. 
Such numbers, evenly distributed on the interval 
[0, 1], are most often used for modeling purposes. 
They must meet the following requirements: 

1. the sequence must have the properties of 
uniform distribution of random numbers in 
the interval [0, 1] throughout the repetition 
period 𝑇; 
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2. each fragment of the sequence within the 
period 𝑇, from the output of the generator 
must have the properties of uniform 
distribution. 

The first condition is not met by the definition 
of PRN, but this shortcoming developers are 
trying to compensate by creating algorithms for 
generating numbers with too long a repetition 
period. Both LCG and MT generators have fairly 
long periods. The problem for them is the need to 
initialize them with a real random number, but it 
is quite simply solved by forming such a number 
from the current time. 

The second condition can be formally 
described as follows. The general sequence 
𝑥1,  𝑥2, … can be considered completely uniformly 
distribute (CUD), if for any 𝑠 ≥ 1 part of this 
sequence (𝑥𝑛 , 𝑥𝑛+1, … , 𝑥𝑛+𝑠+1)  𝑛 = 1, 2, …  will 
also be evenly distributed. 

In [6] it was shown that the LCG developers 
tried to provide satisfactory generator 
characteristics with the optimal ratio of the 
coefficients 𝑎,  𝑐,  𝑚 of the recurrent ratio 
 

𝑋𝑛+1 =  (𝑎𝑋𝑛 + 𝑐) 𝑚𝑜𝑑 𝑚. (3) 
 

As practice shows, the function rand() is built 
into most modern programming environments and 
uses as a module 𝑚 32-bit machine bit word, 
which provides a period of repetition of numbers 
T at the output of the generator, which does not 
exceed the value of 𝑚 = 232. As for the uniformity 
of the distribution of the output stream, it remains 
extremely low. 

Figure 2 shows an example of a histogram of 
the distribution of numbers at the output of the 
LCG, obtained using the function rand(), which is 
part of the library C ++. The value of the sample 
N is 1024 numbers, and the number of intervals of 
the histogram is 16. 
 

 
Figure 2: Histogram of the distribution of PRN 
obtained by the function rand() 
 

A check of the quality of the distribution using 
the 𝜒2 −test showed that more than two-thirds of 
the samples do not meet the requirements of 
uniformity. Figure 3 shows the distribution of the 

number of hits in each of the 16 intervals of the 
histogram, Figure 2. Here are the limits of the 
intervals of the histogram (Xmin, Xmax), the 
probability of hitting the number in the interval 
(Pi), the number of hits in the interval (Ni) and 
components indicator 𝜒2 −-test (Hi), for each 
specific interval of the histogram. 
 

 
Figure 3: Boundaries of histogram intervals and 
distribution of sample numbers between them 
 

The total quality index according to Pearson's 
𝜒2 −-test is calculated by the formula 
 

𝜒2 =  ∑
(𝑛𝑖 − 𝑁𝑖

∗)2

𝑁𝑖
∗

𝑘

𝑖=1

, 
(4) 

where 𝑘 – this is the number of segments of the 
histogram, 𝑛𝑖 and 𝑁𝑖

∗ – the number of random 
numbers of the output stream that actually fell in 
the i-th interval and their expected number, 
respectively. The expected number with uniform 
distribution 𝑁𝑖

∗ is defined as 𝑁/𝑘 and for the given 
example is 64. 

Similar tests were performed for the MT 
generator. Unlike the LCG generator, it has a 
much longer repetition period, which is equal to 
𝑇 = 219937 − 1 bits, and the algorithm embedded 
in it provides very little correlation between two 
samples from the original sequence of numbers. 
The developers of the generator claim that it 
passes the tests of the DIEHARD package [8]. 
However, all the declared positive qualities of 
such a generator are valid for a binary sequence. 
Tests of real numbers distributed in the interval 
[0, 1] using the 𝜒2 −test showed that only 10  15  
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percent of samples from the output stream from 
the MT generator give a positive test result. 

Figure 4 shows an example of a histogram of 
the distribution of numbers at the output of MT, 
obtained using the function 
uniform_real_distribution<> mersenne(0, 1) from the 
library C ++ <cmath.h> 
 

 
Figure 4: Histogram of the PRN distribution 
obtained using the function 
uniform_real_distribution<> mersenne(0, 1) 
 

The sample size N, as in the case of the LCG 
generator, was equal to 1024 real decimal 
numbers, and the number of intervals of the 
histogram k was also equal to 16. 

To model stochastic processes, the method is 
most often used, the essence of which is that on 
the basis of the conditions of inverse functions and 
the theorem according to which a continuous 
random variable 𝑥, with an arbitrary distribution 
having a probability distribution function 𝐹(𝑥), 
determines a continuous uniformly distributed on 
the interval [0, 1], the random variable 𝛾 =
𝐹−1(𝛾) [15]. This method works well when the 
process can be described analytically and the 
inverse function 𝐹−1(𝑥) exists for it. 

To evaluate the numbers  distribution  
uniformity  influence at the output of the MT 
generator on the quality of the simulation, 
consider the example of creating a numerical 
flow, which is described by the Weibull function 
with two parameters. It looks like this: 
 

𝐹(𝑥, 𝛼, 𝛽) = 1 − 𝑒−(𝑥/𝛽)𝛼
. (5) 

 
where 𝛼 – is a scale parameter, 𝛽 – form 
parameter, а 𝑥 – variable. 𝛼 і 𝛽 – are fixed values 
for which the conditions 𝛼 > 0, 𝛽 > 0 must be 
met. In case if 𝛽 = 1, Weibull's distribution 
coincides with the exponential distribution. 

The inverse function looks like: 
 

𝐹−1(𝑥) = 𝛽[−ln (1 − 𝑥)]1/𝛼. (6) 
 

We assume that at the output of the MT 
generator there is a flow of numbers 𝑦1,  𝑦2 , …  
which express the probability of events of the 
random Weibull process. Then, using relation (6), 

we can obtain a stream of numbers 𝑥1,  𝑥2, …, 
which in accordance with this principle, is 
determined by relation (5) and expresses the 
argument of the distribution function. 

Next, we construct a histogram, on the basis of 
which we calculate the quality index by the 𝜒2-
test. The choice of this criterion is determined by 
the fact that, firstly, its use is not limited to the 
type of distribution and, secondly, if this criterion 
is not met, then all other criteria, too, are unlikely 
to be met. 

A separate issue in the special literature is the 
choice of the number of segments of the 
histogram. They should be sufficient so that the 
shape of the histogram in its form as close as 
possible to the form of the Weibull distribution 
density function described by the expression: 
 

𝑝(𝑥) =
𝛼

𝛽𝛼
𝑥𝛼−1𝑒−(𝑥/𝛽)𝛼

. (7) 

 
On the other hand, the number of segments should 
not be too large so as not to lose the filtering 
capabilities of the histogram, as is the case with 
signal quantization. Today there are several 
different ways to determine their number and the 
most popular is the formula proposed in 1926 by 
Sturges [16] 
 

𝑘 = 1 + ⌊𝑙𝑜𝑔2𝑁⌋ (8) 
 
where 𝑘 number of histogram segments, and 𝑁 – 
the number of characters in the random number 
sample. This formula is derived from the binomial 
distribution and implicitly assumes work with the 
normal distribution. 

There are other formulas that also allow you to 
determine the approximate number of segments. 
A good option is the formula proposed in 1981 by 
Freedman and Diaconis [17], which gives the 
length of the segment h, expressed in terms of 
interquartile range (the distance between the end 
of the first and the beginning of the last quartile of 
the IQ sample) 
 

ℎ = 2 ∙ (𝐼𝑄) ∙ 𝑁−1/3
, (9) 

 
where the number of segments can be defined as 

𝑘 =
𝑦𝑚𝑎𝑥−𝑦𝑚𝑖𝑛

ℎ
. (10) 

 
where 𝑦𝑚𝑎𝑥 and 𝑦𝑚𝑖𝑛 are, respectively, the 
maximum and minimum values of the members 
of the sample variation series. 

All the proposed methods for calculating the 
number of segments of the histogram were 
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determined based on the problem of finding the 
type of distribution based on the accumulated 
statistical material and, each time, the researchers 
proceeded from the features of the process to be 
evaluated. That is why there are so many ways to 
determine the value of k. As for the simulation, the 
inverse problem is solved here, when the method 
of distribution of random variables is known and, 
therefore, the value of the number of segments is 
not so critical and can be determined arbitrarily. 

If the inverse function method converts a 
sequence of random numbers from the MT 
generator into a random Weibull process with the 
parameters 𝛼 = 1.3, 𝛽 = 0.1, it will look like 
Figure 5. 
 

 
Figure 5: The result of modeling a random 
Weibull process by the inverse function method 
 

An additional problem that arises when 
estimating an asymmetric random process is that, 
taking into account the peculiarities of formula 
(4), very few random numbers 𝑛𝑖 fall into the last 
segments of the “tails” of the distribution and, 
therefore, these components of the indicator 𝜒2-
test contributes the lion's share to the error, which 
brings its value closer to the critical value 𝜒кр

2 . In 
[2] D. Knuth points out that the sample size N 
must ensure that each interval of the histogram 
hits at least 5 random numbers. To avoid this 
problem, and since the histogram segments do not 
have to be the same size, we will combine the last 
intervals with less than 6 numbers into one 
common interval. For the example shown in 
Figure 5, 16 segments of the histogram will be 
filled as follows 

The table in Figure 6 shows the boundaries of 
the intervals of the histogram (Xmin, Xmax), the 
probability of hitting the number in the interval 
(Pi), the number of hits in the interval (ni), the 
expected number of hits in the interval (Ni) and 
the component indicator 𝜒2-test (Hi). 
 

 
Figure 6: Boundaries of histogram intervals and 
their filling for Weibull distribution 
 

From the table shown in Figure 6, it is seen that 
the segments 12 to 16 do not allow to calculate the 
corresponding components of the indicator 𝜒2, 
and therefore they are combined into one interval, 
for which 𝑛𝑖 = 9, and 𝑛𝑖

∗ = 8. At the level of five 
percent error (λ = 0.05) for the given example, its 
value is 𝜒2 = 17.723577, which is more than the 
critical value  𝜒

кр
2 = 7.290644, and this means 

dissatisfaction with the simulation result. This 
result is confirmed in the vast majority of 
subsequent tests and, thus, it can be concluded that 
it is necessary to correct the numerical flux at the 
output of the MT generator by post-processing. 

As can be seen from the above analysis of post-
processing methods, the vast majority of them 
were developed for cryptography and, therefore, 
are unacceptable for the correction of the 
numerical flow at the output of the MT generator 
due to their excessive complexity. The solution to 
the problem should not burden the computer 
system with significant additional resources. 

Given the admissibility of such operations as 
combining numerical streams, their "bleaching" 
or "sieving", as well as the use of Pearson's 𝜒2-test 
to assess the uniformity of number distribution, 
we will try to "align" it by removing from its 
composition "extra" elements . 
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Figure 7: Histogram of the PRN distribution  
obtained at the output of the MT generator after 
post-processing 
 

It is expected that in the case of uniform 
distribution in each segment of the histogram 
should fall the same number of random numbers 
equal to 𝑁𝑖

∗ = 𝑁/𝑘. The mathematical expectation 
of a quantity to be included in a segment bounded 
by the conditions 𝑥𝑚𝑖𝑛 ≤ 𝑥𝑖 < 𝑥𝑚𝑎𝑥 is defined as 
𝑚𝑖 = (𝑥𝑚𝑖𝑛 + 𝑥𝑚𝑎𝑥)/2. Then the number of 
numbers that fall into the i-th segment 𝑆𝑖, will be 
approximately equal to the value of 𝑆𝑖

∗ = 𝑁𝑖
∗𝑚𝑖. Of 

course, each time this sum will be either less than 
𝑆𝑖

∗, or more than 𝑆𝑖
∗, but there will be no significant 

difference. This makes it possible to formulate 
such an algorithm. If the sum of the numbers 𝑆𝑖 
that fall into the i-th segment of the histogram 
exceeds the value of 𝑆𝑖

∗, then all other numbers 
that fall into it are skipped. Of course, the number 
of numbers in the segments will remain different, 
but the unevenness of the sample will be smaller. 
 

 
Figure 8: Boundaries of histogram intervals and 
their filling with numbers from the output of the 
MT generator after post-processing 
 

Figure 7 shows the test results of a sample of 
length 𝑁 = 1024 real decimal pseudo-random 
numbers at the output of the MT generator after 
post-processing as described, and the filling of 
histogram segments is shown in Figure 8 Now, for 
λ = 0.05 𝜒2 = 0.3438, which is less than critical 
value  𝜒

кр
2 = 7.2609.. 

 

 
Figure 9: Histogram of the Weibull process, based 
on the table in Figure 8 
 

The Weibull process formed by the method of 
the inverse function of the numbers from the MT 
generator after their post-processing gives 
significantly better results. The histogram 
constructed on the basis of such flow is shown in 
figure 9. 

The table in Figure 10 shows the distribution 
of numbers in the segments of the histogram 
shown in Figure 9 and the components of the 𝜒2-
test. 
 

 
Figure 10: Boundaries of histogram intervals and 
distribution of numbers between them for 
Weibull distribution after post-processing 
 

For the given example for λ = 0.05 , 𝜒2 =

4.10807, which is less than the critical value 𝜒кр
2 =

7.260944.  
Subsequent tests showed that the use of the 

proposed method of "thinning" the input stream 
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from the MT generator, gives significantly better 
simulation results in terms of their reliability. 

5.  Conclusions 

The experience of modern computer modeling 
shows that the use of specialized software 
packages such as Boost, Glib, C ++, Python, 
Ruby, R, PHP, MATLAB and Autoit requires 
significant computing resources and therefore the 
simulation of stochastic processes is better 
performed using common tools programming in 
languages that allow you to create economical 
program code. Modern C ++ programming 
environments, such as Visual Studio and QT5, are 
a good option. They include a large number of 
additional libraries containing various PRN 
generators. 

Such generators are built on the basis of 
recurrent algorithms and do not provide a given 
level of uniformity of distribution of real numbers 
in the output stream and, therefore, their use for 
modeling significantly affects its quality. 

The problem of improving the quality of 
modeling can be solved by supplementing the 
algorithm for calculating operations that provide 
pre-randomization of the input stream. As such 
operations, you can use the removal of the original 
numbers, the presence of which violates the 
uniformity of the distribution of the primary 
generator. One way to implement such an 
algorithm is to limit the number of characters in 
each segment of the histogram by the value of the 
expected sum of random numbers, which is 
determined by the mathematical expectation of 
the number in the segment and the expected 
number of numbers in the segment. Tests show 
that the unevenness of the primary generator with 
this method of post-processing has almost no 
effect on the quality of modeling. 
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Abstract  
One of the key tasks during the state examination is the identification of the functional security 
profile. During the examination, the types of information that is processed and the risks of its loss, 
modification or disclosure are evaluated. For this, the functional security profile is being built. To 
solve the problem of identifying the functional security profile, it is necessary to: determine the 
levels of functional security services, implemented comprehensive information security systems of 
the object of examination; determination of the completeness and consistency of the profile; 
identification of the description of the functional security services in the source documents. The 
paper proposes a model of parameters for identifying the functional security profile in computer 
systems. A definition is given for the sets of criteria, their elements and levels. All this made it 
possible in a formal form to form the necessary set of quantities for the implementation of the 
identification of functional security profile in the computer systems. The development of these 
works is the development of a method for identifying functional security profile. This will automate 
the determination of the requirements of the regulatory document regarding the protection functions 
(security services) and guarantees, which will be done in subsequent articles. 
 
Keywords 1 
comprehensive information security systems state examinations, functional security profile, 
information security criteria, computer systems. 
 

1.  Introduction  

One of the key tasks during the state examination 
is to identify the functional security profile. During 
examination evaluated the types of information [1-8], 
which is processed in the system and the risk of its 
loss, modification or disclosure. For this purpose, a 
functional security profile (FSP) is built which 
contains the lists of functional security service (FSS) 
and levels that are needed to ensure an acceptable 
level of information security. 

Exactly FSP is the key element of public 
examinations and its analysis on accordance to the 
normative document is one of major tasks. 

For the decision of task of FSP authentication, it is 
necessary to carry out: determination of FSS levels, 
implemented FSP examination object; determine  
completeness and consistency profile; FSS describe the 
identification in the original documents. To determine 
the completeness and consistency of rules to consider 
construction of FSP (see [9]), and automation of this 
process contacts with corresponding rules. 
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For the decision of task proposed model 
parameters for identifying the FSP in  computer 
system (CS) and FSP identification method.  

2.  Determining the criteria set  

As it’s known [9], the criteria reflect 
methodological framework for determining 
requirements of information security in of 
computer systems against unauthorized access, 
the creation of protected CS and protection 
against unauthorized access, evaluation of 
information security in the CS and its suitability 
for the treatment of critical information 
(information that requires defense).  

Given the above, let’s form the set of all 
criteria for information security 
    

w

q
q 1

1 2 wМК МК МК ,МК ,..,МК ,
=

= =  (1) 

where МК МКq  ( q 1,w= ) – q -th element of set 

of criteria МК,  and w - its count. 
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3. Determining of element of the 
criteria set  

Next, on the basis of (1) we define the elements 
of the МКq -th set of criteria 

  
q

q

w

q q,e q,1 q,2 q,w
e 1

МК МК МК ,МК ,..,МК ,
=

  
= = 
  

 (2) 

where 
q,e qМК МК ( qe 1,w= ) – e -th element

МКq - th set of criteria, and qw its count.  
Thus, (1) with respect to (2) we present in the 

following form: 

 
 
 

q

1

2

w

ww w

q q,e
q 1 q 1 e 1

1,1 1,2 1,w

2,1 2,2 2,w

w,1 w,2 w,w

МК МК МК

МК ,МК ,...,МК ,
МК ,МК ,...,МК ,...,
МК ,МК ,...,МК .

= = =

       
= = =    
        

=  (3) 

4. Determination of levels of elements   
of the set criteria 

Next, on the basis of (3) we define the  level of 
each element

q,eМК - th element МКq - th set 
criteria.

  
q,e

q,e

w

q,e q,e,y q,e,1 q,e,2 q,e,w
y 1

МК МК МК ,МК ,..,МК ,
=

  
= = 
  

 (4)  
where 

q,e,y q,eМК МК  ( q,ey 1,w= ) – y -th level

eq,МК -th element qМК - th set criteria  and eq,w

its maximum level.  
Thus, (3) with respect to (4) has the form: 
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(5) 

5. Formation of the method of 
identification of FSP 

Step 1. Formation of the primary set of 
functional security services. 

As previously described, the levels of the 
elements of the sets of criteria are determined by 

q,e,yМК  where q,ey 1,w= – y -th level of
q,eМК -th 

element of qМК - th set criteria аnd
q,ew its 

maximum level. Thus, we define the primary set 
(PS) of functional security services (FSS) as the 
union of elements of sets of criteria defined by the 
expert: 
  

k

p p,f p,1 p,2 p,k
f 1

ПМ ПМ ПМ ,ПМ ...,ПМ
=

 
= = 
 

,  (6) 

where k - the number of primary projects [2] 
identified by the expert. 

Step 2. Formation of secondary sets of 
functional security services. 

Next, we form an FSSSS, which consists 
elements of a set of criteria МК , that have levels 
that characterize the FSS according to [9]. In turn, 
the FFP function is intended to display from a set 
of PS into one or more elements of the set МК  by 
means of which can form a set of all possible 
functions from the elements, fПМ , f 1,k= . We 
define the number of SS of the FSS: 
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 
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ФВП(ПМ ),ФВП(ПМ ),...,ФВП(ПМ ) ,
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   
= = =   
   

= =

=

 (7) 
where k - respectively, the number of secondary 

287



functional security services of the project and 
mapping from the set of PS to one or more elements 
of the  МК set of the project. 

Step 3. Formation of a basic FSP. 
The Basic Functional Security Profile (FSP), 

given the expertise and facility requirements to 
ensure the safe flow of information, consists of a 
set of primary (PS) and secondary (SS) FSS. Let 
us define the FSP: 
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k k
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=  

where 
pБЗ −  basic functional profile of 

protection of the project. 
 
Step 4. Forming a set of order by element 

indices
q,e,yМК  

Using (6), taking into account [9], we form a 
set of order by indices: 


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ІПМЕ 1,1,4 1,2,4 1,3,2 2,1,4 2,2,4

2,3,2 2,4,3 3,1,3 3,2,3 3,3,3 3,4,3

4,1,5 4,2,2 4,3,2 4,4,3 4,5,3 4,6,2

4,8,1 4,9,1

БЗ МК ,  МК ,  МК , МК , МК , 

 МК , МК ,  МК , МК ,  МК ,МК , 
МК , МК , МК  , МК , МК , МК , 
МК , МК КД-4, КА-4, КО-1, 

=

=  КК-2, КВ-4,    
ЦД-4, ЦА-4, ЦО-2,ЦВ-3, ДР-3, ДС-3, ДЗ-3, ДВ-3, 
НР-5, НИ-2, НК-2, НО-3, НЦ-3,НТ-2, НА-1, 
НП-1, НВ-2, НА-1, НП-1}

Step 5. Minimizing the basic FSP 
Using (7) taking into account [9] we minimize the 

basic FPP by the highest y-th index: 
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As a result, I have developed a system that analyzes 
the input documents for the presence of a FSP and 
its identification by the formal characteristics of the 
[9].  
In case of errors, corrects FSP. The system is 
implemented on the .NET platform in C# 
programming language using the Microsoft Visual 
Studio development environment. 

The implementation of a software module for 
identifying a functional security profile is intended 
to assist the expert in identifying the FSP in a 
Microsoft Word document, and to assist the expert 
in the analysis of the FSP. The main purpose of this 
software module is to assist the expert in the creation 
of the FSP and to control compliance with the 
conditions set out in the regulatory document [9], 
namely: determination of integrity control; 
takeovers by the highest FSS of lower ones; 
checking the correlation of the FSS. 

The software module is written in C# 
programming language in VisualStudio 2005. In 
the written code technology used 
MSOffice'sCOMInterop, namely 
Microsoft.Office.Interop.Word library and basic 
libraries of programming language C#. 
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Figure 1: Program interface 
 

The interface of the program module (Fig. 1) is a 
window application, which is implemented in the 
form of a GUI program, in which there are the 
following controls: a window box type "Listbox" 
search for a functional security profile; buttons: 
"Find", "Stop", "Clear"; the right part of the screen 
has a window of type "ListView", which displays 
the paragraph number where the FPP was found and 
the security profile found; three buttons to search for 
compliance of the FPP with the terms of the 
regulatory document [9]; two textboxes of type 
"TextBox" in one of which the total number of 
paragraphs of the document is displayed, and in the 
other field the current paragraph when processing 
the document; a «statusStrip» type window with 
three positions: "Pending", "Search started", "Search 
is complete"; two window boxes of the type 
"СheckedBox" in one of which there is a possibility 
to deselect or select the search of the FSP, and in the 
other field there is an opportunity to go to the 
specified part of the FSP search text; window menu 
type "menuStrip", which contains two tabs: "File", 
"Help". 

Microsoft Word is a specialized hierarchical, 
COM-oriented data warehouse - Structured 
Storage. A document can contain different types 
of data: structured text, graphics, mathematical 
expressions, organizational charts, etc. The 
concept of structured repository is an integral part 
of the modern programming paradigm based on 
the Component Object Model (COM). In fact, 
structured storage is the technology of combining 
objects (files) of objects with different nature and 
properties into one logical unit of storage. COM 
technology offers the standard implementation of 
the concept of structured storage in the form of a 
compound file (Compound File): a file system 
inside the file. The COM repository is a 
hierarchical structure of collections of objects of 
two types: Storage and Stream, to which 
directories and files correspond in the traditional 

file system. This approach can significantly 
reduce the storage costs in a single file of objects 
of different nature. 

The implementation of the program includes 
methods of regular expressions: comparison of 
strings; suffix tree; approximating patterns; 
patterns with which multiple choices can be made, 
partial patterns. It is shown that technologies that 
combine the properties of approximating patterns 
and patterns by which multiple choice can be made, 
solve the problems of FSP analysis and can be used 
to build a system. 

Testing of the program module was carried out 
in the process of the state examination of the CISS 
Grid site. The work of the software module 
resulted in the fulfillment of the tasks for the 
search of the FSP and analysis of the FSP for 
compliance with the three conditions. 
Performance analysis using the software module 
showed a multiple increase in the speed of 
document processing in the absence of errors, 
namely - the software module eliminated the 
repetition of the FSS, performed a check of 
integrity and completeness. The analysis of 
execution with the help of the program showed 
many increase of speed of processing of the 
document at 100% absence of errors, namely, the 
program excluded inclusion in the FPP of the 
same type of services, performed the check of 
integrity and completeness. Approximate time of 
processing of documents was: Technical task - 17 
sec; Explanatory note to the technical project - 43 
seconds; Act of inspection - 7 sec .; Information 
Security Policy - 12 sec. The program was run on 
a workstation with the following specifications: 
Intel Core i5-4670 CPU with 3.4 GHz; RAM - 8 
GB. 

The volume of the document is 8635 words. 
The average speed of reading in Ukrainian in an 
adult is within 150-200 words per minute [10], 
according to experimental studies, the average 
speed is 201 words per minute (with scatter of 
values from 60 to 378) with an average percentage 
of mastering 52 words per minute. Table 1 
summarizes the time required for the expert to 
process the standard inputs of the CISS 
examination. It is only 43 minutes to read the 
“Terms of Reference”. Analysis time depends on 
the experience of the expert and can not be less 
than reading time. Therefore, the acceleration of 
processing will be at about fifteen thousand 
percent. 
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Table 1  
Time required to process documents 

Document 
Name 

The total 
number of 

words 

Minimum 
Read Time 

(min) 

Terms of 
Reference 

8635 43 

Explanatory 
note to 

technical 
project 

22641 113 

Inspection Act 2235 11 
Information 

Security Policy 
5206 26 

 
Let’s consider software features. Software 

Components: 
1. Knowledge base; 
2. User interface; 
3. Software module "Meaning constants"; 
4. Software module "FSP Identification"; 
5. Software module “Determination of FSP"; 
Meaning Constants module. The module 

should ensure that semantic constants are 
extracted from the input documents by forming a 
set of defined constants in the knowledge base and 
inserting these constants into the output document 
templates by a defined algorithm. 

The Subsystem of Meaning Constants module 
performs the following functions: 

• selection of semantic constants from input 
documents; 

• formation of knowledge base of semantic 
constants; 

• Completing source document templates. 
Module « FSP Determination» ensures that the 

FSP complies with the three criteria of RD STPI 
2.5.004-99 [9]. The subsystem "Determination of 
FSP" ensures the following functions: 

The FSP is obliged to include the control of the 
integrity of the STPI: 

• the connection of the FSP  to each other 
according to the RD STPI 2.5.004-99; 

• if the service has any too FSS or more, then 
FSP can include only one functional security 
service. 

FSP Identification Module 
The module should ensure the formal 

compliance of the PSP with the format of the FSS 
description, as well as give the expert, in an 
interactive mode, the possibility to analyze the FSP 
in accordance with the normative document of the 
RD STPI 2.5.004-99. 

The subsystem "Determination of FSP" must 
ensure the following functions: 

• check the description of the FSP; 
• provide the expert with the opportunity to 

receive extended information about the service in 
an interactive mode at events of type mouse focus. 

According to testing methods, one can 
classify, for example, as black box testing or 
behavioral testing - a strategy (method) for testing 
the functional behavior of an object (program, 
system) from the point of view of the outside 
world, in which knowledge about the internal 
structure of the tested object is not used. Strategy 
refers to systematic methods for selecting and 
creating tests for a test suite. The behavioral test 
strategy is based on technical requirements and 
their specifications [2]. The "black box" refers to 
the object of study, the internal structure of which 
is unknown. The concept of a “black box” was 
proposed by Ashby, William Ross. In cybernetics, 
it allows you to study the behavior of systems, that 
is, their reactions to a variety of external 
influences and at the same time abstract from their 
internal structure. Manipulating only with inputs 
and outputs, it is possible to conduct certain 
studies. In practice, the question always arises of 
how the black box homomorphism reflects the 
adequacy of its studied model, that is, how fully 
the basic properties of the original are reflected in 
the model. The description of any control system 
in time is characterized by a picture of the 
sequence of its states in the process of moving 
toward its goal. The transformation in the control 
system can be either one-to-one and then it is 
called isomorphic, or only unambiguous, in one 
direction. In this case, the transformation is called 
homomorphic. The “black” box is a complex 
homomorphic model of a cybernetic system in 
which diversity is respected. It is only then a 
satisfactory system model when it contains such 
an amount of information that reflects the 
diversity of the system. It can be assumed that the 
greater the number of perturbations acting on the 
inputs of the system model, the greater the variety 
the regulator should have. Currently, two types of 
"black" boxes are known. The first type includes 
any “black” box, which can be considered as an 
automaton, called finite or infinite. The behavior 
of such "black" boxes is known. The second type 
includes such "black" boxes, whose behavior can 
be observed only in the experiment. In this case, a 
hypothesis is expressed explicitly or implicitly 
about the predictability of the behavior of the 
black box in a probabilistic sense. Without a 
preliminary hypothesis, any generalization is 
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impossible, or, as they say, it is impossible to draw 
an inductive conclusion based on experiments 
with the black box. To designate the model of the 
“black” box, N. Wiener proposed the concept of a 
“white” box. The “white” box consists of known 
components, that is, known X, Y, δ, λ. Its contents 
are specially selected to implement the same 
dependence of the output on the input as the 
corresponding "black" box. In the process of 
research and generalizations, hypotheses and 
establishing patterns, it becomes necessary to 
adjust the organization of the “white” box and 
change models. In this regard, when modeling, the 
researcher must necessarily repeatedly refer to the 
scheme of relations “black” - “white” box. 
Creating a mathematical description of a black 
box is a kind of art. In some cases, it is possible to 
form an algorithm in accordance with which the 
“black” box responds to an arbitrary input signal. 
The main methods of testing a black box are: − 
equivalent partition; − analysis of boundary 
values; − analysis of cause and effect 
relationships; − assumption of error. A tester with 
extensive experience seeks out errors without any 
methods, but at the same time, he unconsciously 
uses the method of assuming an error. This 
method is largely based on intuition. The main 
idea of the method is to make a list that lists 
possible errors and situations in which these errors 
could occur. Then, based on the list, tests are 
compiled.It’s possible that it’s more correct to talk 
about different degrees of transparency, and 
maybe even generally about different colors of the 
box, rather than testing using the black method 
and the white box method. The only important 
thing is what information we take into account 
when designing tests. Either we use information 
about the internal structure of the program, or we 
do not use it. The following CISS components 
were subject to testing:  

1) OS protection and administration tools; 
2) security features (security services) of middleware;  
3) means of increasing accessibility;  
4) organizational measures to protect information, 

software and hardware;  
5) documentation on CISS according to the list 

defined by the requirements of TR.  
The purpose of the CISS tests are:  
- verification of the implementation and 

sufficiency of organizational measures of 
protection given in the documentation;  

- verification of compliance with the 
requirements of section 10 “Criteria of 
guarantees” RD STPI 2.5-004-99 for the level of 

guarantees of the correct implementation of the 
G2 security functions in relation to the CIS 
architecture, CIS development environment, CIS 
development sequence, CIS functioning 
environment, documentation and tests of CIS.  

Verification of compliance with the conditions 
for the implementation of information security 
services is carried out in accordance with the FSP: 

3.КЦД = {КА-2, КД-2, КВ-1, ЦА-1 , ЦД-1, 
ЦВ-1, ДС-1, ДЗ-2, ДВ-1, НР-2, НИ-2, НК-1, 
НО-1, НЦ-2, НТ-2, НВ-1} 

6. Conclusion  

The paper offers a model of parameters which 
due to the theoretical and multiple representation 
of certain sets of criteria for information security, 
their elements and corresponding levels, allowed 
to formally form the necessary set of values for 
the implementation of the identification of FSP in 
the CS. In addition, a method for identifying the 
FSP was developed  which made it possible to 
automate the process of determining requirements 
[9] for security features (security services) and 
guarantees. As a result, a software module was 
created that eliminates the repetition of the FSS, 
performed integrity and completeness checks. 
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Abstract  
Support of strategic decisions on the development of enterprise by information technology 
provides an opportunity to study in more detail each source of information and draw 
conclusions. The main role is played by the completeness, timeliness and reliability of 
information. There are high requirements for it. The clarity of the tasks, data analysis, efficiency 
of processing the results depend on the qualifications of the staff and technologies used in the 
enterprise. Strategic decisions reflect the interaction of the campaign and the external 
environment. Therefore, the company needs to adapt to the external environment, which is 
constantly changing. 
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1. Introduction 
 
Information support for making strategic 

decisions on enterprise development involves the 
accumulation and storage of information, ensuring 
access to it for all stakeholders in the innovative 
development of the enterprise. Innovative 
employees must be technologically and market-
aware, which will form the necessary information 
base to create not only product, but also 
organizational and marketing innovative ideas. 
Thus, such information base should include 
knowledge of past experience and promising areas 
of development in such important areas as: 
features of corporate business strategy, its possible 
changes; application of effective management 
methods; significance and features of the 
implemented information technologies; changes 
in the organizational structure of the enterprise, 
the distribution of powers and responsibilities, as 
well as the goals that must be achieved through 
these changes; features of application of modern 
quality control systems, certification of goods, 
works and services; introduction of modern 
systems of logistics and supply of raw materials, 
materials, components; creation and activity of 
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specialized divisions on carrying out of researches 
and developments, practical realization of 
scientific and technical achievements; 
implementation and operation of corporate 
knowledge management systems; available staff 
development activities; the degree of use of third-
party services by the enterprise (consulting, 
outsourcing, etc.); information on technical 
characteristics of products, their range and 
nomenclature, the degree of diversification of 
production; advantages and disadvantages 
(technical and economic parameters of 
competitiveness) of enterprise products; 
introduced and promising significant changes in 
the design of goods and services; implemented 
and planned changes in the packaging of goods; 
results of implementation of marketing strategies, 
actual and perspective market shares, key market 
segments of consumers; the results of the use of 
old and new methods of promoting goods; data on 
the efficiency of existing distribution and sales 
channels; features of pricing strategies of the 
enterprise and the results of their implementation. 
[1,2,3,4]. 

The accuracy, completeness and timeliness of the 
necessary information play an important role in these 
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processes. There are high requirements for it. The 
clarity of the tasks, data analysis, efficiency of 
processing the results depend on the qualifications of 
the staff and the technologies used (Table 1). 

 
Table 1 
Content of works on information support of 
strategic decision-making 

Stages Contents of works 

Data 
preparation and 
analysis 

- data acquisition and 
preparation: observation 
and search; data 
acquisition and perception; 
data filtering and 
presentation; situation 
detection;  
 − problem statement: 
identification and 
formulation of the problem 
situation; determining the 
structure of the problem 
situation 

Problem setting 
and 
development of 
alternatives 

- problem statement: 
qualification of connection 
factors; definition of goals 
and criteria; determination 
of conditions; coordination 
and evaluation of task 
components; task 
formulation,  
 − model development, 
search, development and 
selection of problem 
solving method;  
 − development of 
alternatives, grouping of 
alternatives by goals / 
criteria and conditions / 
resources;  
 − forecasting and 
evaluation implementation 
of alternatives 

Making a 
strategic 
decision 

- definition (refinement) of 
selection criteria: definition 
of selection profiles; 
generalization of the 
manifestation of the 
criteria of preference for 
selection;  
 − selection of criteria;  
 − design of the decision: 
interpretation and 

evaluation of the results of 
the choice (decision); 
development and issuance 
of directives for the 
implementation of the 
decision 

 
2. Presentation of the main material 

 
Problems of strategic decision-making are 

called problems of unique choice, when the new 
object of choice or the situation in which it is 
implemented is new during its implementation [5]. 
The basis for highlighting the existing problems of 
formation of information and analytical support 
for strategic decision-making in machine-building 
enterprises were the methods of questionnaires, 
observation and expert evaluation. The study of 
problems of information and analytical support for 
strategic decision-making was conducted during 
2017-2018 at 18 machine-building enterprises in 
the Kharkiv region [6]. In order to study the 
relevance of the issue of formation of information 
and analytical support for strategic decision-
making, its importance for the enterprise was 
assessed. Thus, 14 enterprises out of 18 surveyed 
stated the high importance of having a modern 
system of information and analytical support. The 
main requirements for information and analytical 
support of strategic decision-making in the 
enterprise are presented in table 2. 

 
Table 2 
Basic requirements for information and analytical 
support of strategic decision-making at the 
enterprise 

Requirements Explanation 

Openness and 
ease of access to 
information 

Mobility − scalability of 
applications, portability to 
other objects.  
Binding applications to a 
specific manager and 
specific computing and 
operating systems.  
Configuration of 
functionality and user 
interfaces in a distributed 
structure 

Compliance 
with the basic 
principles of 
document 
support 

Regulated automated 
document management.  
Unity of accounting, control 
and storage of documents.  
Unity of substantive and 
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formal accounting.  
Unity of synthetic and 
analytical accounting.  
Multicurrency. 

Creating a single 
information 
space 

Spatial distribution of users.  
Real-time information 
system operation.  
Expanding global 
telecommunications 
capabilities.  
Intra-system information 
connectivity.  
Multiple interfaces 

Preference for 
specific 
management 
characteristics 
and user 
managers, user 
interface 
specifications 

Description of structure, 
composition of functions 
and powers.  
Integrated system data 
transmission for various 
communication schemes.  
Configuration of services 
(including information 
protection and interaction 
regulations).  
Configuration of 
intersystem interfaces. 

Reliability, 
security and 
safety 

Redundancy, including 
technical and information 
duplication.  
Multiple levels of 
protection.  
Authorization and control 
of access to the system for 
individual operations. 

Ensuring the 
controllability of 
the control 
object 

Management of 
development strategy and 
tactics.  
Analysis of the state of the 
external and internal 
environment.  
Consolidation of networks 
of branches and 
subsidiaries and their 
management.  
Management of resources, 
portfolios of assets and 
liabilities.  
Administration of 
electronic document 
management, rights and 
responsibilities. 

Unified regulations for documentation, 

maintenance and modification 

Multi-level system of analysis and preparation 
of decision-making with a flexible graphical 
user interface. 

 
But in fact, from the point of view of 

employees of enterprises, the system of 
information and analytical support for strategic 
decision-making exists in 6 out of 18 surveyed 
enterprises (30%). From this we can conclude that 
in general there is a need for information and 
analytical support for strategic decision-making, 
but such a need is not met in domestic enterprises. 
Moreover, the relationship between the need for 
information and analytical support and the actual 
use is low (table 3). This is confirmed by the 
calculation of the contingency ratio for 
dichotomous variables (K = 0.013), the low value 
of which indicates the lack of connection between 
the need and the actual implementation of the 
system of information and analytical support for 
strategic decision-making. 

 
Table 3 
The results of the survey on the importance and 
availability of information and analytical support 
for strategic decision-making (IAZ AKP) in the 
studied machine-building enterprises 

 

Indicator Importance 
of IAZ AKP 

(high / low) 

There is a 
problem with 

the 
implementation 

of IAZ AKP  
 (exists / does 

not exist) 

Number of 
enterprises 
out of 18 
surveyed 

14/4 6/12 

Contingency 
ratio 

0,013 

 
The research conducted at the selected 

enterprises was aimed at identifying the need for 
information and analytical support for strategic 
decision-making and analysis of information on 
the existing problems of formation and use of such 
support. Selected problems of strategic decision-
making in enterprises are presented in table. 4. The 
peculiarity of the selected problems is that in the 
current management of the enterprise they are 
almost not felt − because for the current 
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management of information support, strategic 
decision-making itself is often not of particular 
value, looks like an abstraction or refers to the 
future. But this does not diminish the importance 
of the problem in the context of strategic 
development management. 

 
Table 4 
Problems of formation and use of information-
analytical support of strategic decision-making 
(IAZ AKP) on development of  
researched enterprises 

Problems of 
formation and 

use of 
information-

analytical 
support of AKP 

Number of 
enterprises 

out of 18 
surveyed 
in which 
such a 

problem 
exists 

The 
importance 

of the 
problem for 
enterprise 

management 

1. IAZ AKP is not 
formed at all 

6 4,8 

2. The company 
does not have 
specialized IT 
tools (software) 
for the 
formation of 
IAZ AKP 

11 3,6 

3. The company 
has no 
specialized 
units and 
specialists with 
IAZ AKP 

9 2,2 

4. Elements and 
separate 
information of 
IAZ AKP are 
realized by 
various 
divisions which 
activity 
concerning IAZ 
AKP is not 
coordinated 

9 2,4 

5. The company 
does not 
allocate funds 
for IAZ AKP 

8 4,6 

6. The 
company's staff 

10 4,2 

(including top 
management) 
has no 
information on 
current 
capabilities on 
the tools of IAZ 
AKP 

7. The company 
uses some 
elements of IAZ 
AKP, which are 
not complete 
and integrated 
into the 
management 
system 

5 3,5 

8. IAZ AKP is 
formed, but 
information 
flows are not 
consistent with 
each other 

4 3,8 

9. The existing 
elements of the 
IAZ AKP do not 
meet the 
information 
needs of 
information 
users 

10 4,6 

10. The existing 
elements of IAZ 
AKP are realized 
inertially 

4 2,4 

11. The results 
are qualitative, 
but do not find 
full use in AKP 

3 2,0 

 
Table 4 shows the number of enterprises that 

have these problems and provides an assessment 
of the importance of such a problem for strategic 
decision-making in the enterprise. The number of 
enterprises appears as a discrete quantity and 
varies from 1 to 18 (total sample size). The 
importance of the problem appears as a subjective 
interval value, which is estimated by an expert on 
the basis of the involvement of the company's 
specialists for evaluation on a five-point scale, 
followed by averaging on the basis of arithmetic 
mean. The number of expert groups for each of the 
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surveyed enterprises is different and varies from 3 
to 11 people. The resulting importance of the 
problem for enterprise management is calculated 
as the arithmetic mean of estimates of the 
importance of such a problem for all enterprises 
for which such a problem exists. From this point 
of view, it is possible to distribute the presented 
problem issues (Table 4) according to two criteria 
− "importance" and "frequency" of the problem 
(according to the number of the stated problem 
question). According to these estimates, we can 
conclude that among the most serious issues in the 
formation of information and analytical support 
for strategic decision-making and are the most 
typical (as they occur quite often) include: 
paragraph 1, the lack of formation of IAZ AKP; 
item 2 lack of specialized tools; item 5 absence or 
insufficiency of actual financing of IAZ AKP; 
item 6 ignorance of the personnel of the enterprise 
concerning use and possibilities of IAZ AKP; 
Clause 9 inconsistency of IAZ AKP elements (if 
any) with the needs of information users.These 
issues should be the first focus of managerial 
attention in the case of trying to solve the problem 
of forming information and analytical support for 
strategic decision-making in the enterprise.  

 
3. Conclusion 

 
Important in managing the development of the 

enterprise, but the frequency of its occurrence can 
be considered partial rather than universal. On the 
contrary, the problems of the lack of specialists 
with IAZ AKP, as well as the low coordination of 
actions for the formation of IAZ AKP are quite 
common, but their importance is relatively 
insignificant. Problems of weak connection of 
elements of IAZ AKP with strategy of 
development of the enterprise and needs of users, 
insufficient use of the received results, despite 
their theoretical significance, from the subjective 
point of view of managers of researched 
enterprises are not too frequent and have rather 
small importance for enterprise development 
management. Therefore, in addition to providing 
information support for strategic decision-making, 
the problem of forming their organizational 
support is relevant. 
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Abstract 
The structural solution of the real-time information security risks assessment system is 
developed, which, due to the structural components of the subsystems of primary and 
secondary data generation, as well as their components of input data initialization modules, 
formation and conversion of reference values, weighing evaluation parameters and their 
adjustment, evaluation of risk degree and report generation, in which the proposed method 
is implemented, allows to provide certain properties of adaptability and efficiency in risks 
assessment in real time.  
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1. Introduction

Often in the risks analysis and assessment 
(RAA) it is not always possible to involve relevant 
specialists, and there are situations in which the 
expert can not always unambiguously assess a 
particular vulnerability of information systems 
resources (ISR). It is proposed to use appropriate 
databases (DB) of vulnerabilities (in which their 
quantitative estimates are presented), such as the 
National Vulnerability Database (NVD), Open 
Sourced Vulnerability Database (OSVDB), IBM 
X-Force, US-CERT VND, SecurityFocus and etc. 
The basic component of such databases is CVSS 
- indicators that can be used as an alternative to 
expert estimates. 

In practice, for example, there may be 
situations where it is necessary to carry out 
operational assessment and monitoring (real-
time) of risks without the involvement of these 
experts, and the available methods and tools of 
RA do not provide such an opportunity. 

On this basis, we will develop a method of risk 
assessment (RA), which will implement an 
alternative RA using known databases without the 
involvement of experts in the relevant field. 
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2. Method of assessing information
security risks based on open
databases of vulnerabilities

Let’s consider in details its work, which is 
based on 11 steps. 

Step 1 (Determining the complete set of RIS 
identifiers and vulnerabilities) 

The first step determines the complete set of 
identifiers of all RIS, ie 

=RIS
1

{ }
r

rs
rs

RIS
=

 ( 1, )rs r= , 

where r  – the number of all resources (and, 
accordingly, their identifiers), as well as the full 
set of vulnerabilities 

1
{ }uz

n

uz
V

=

=V  ( 1, )uz n= , 

where n  – the number of all vulnerabilities 
(and, accordingly, their identifiers). Based on and 
experts can identify sets of RIS and vulnerabilities 
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by object of assessment. To create appropriate sets 
(as a basis), for example, a known database of 
NVD vulnerabilities can be used. 

Step 2 (Determining the set of RIS 
identifiers and vulnerabilities for the object of 
evaluation) 

Here, based on the set RIS  for a specific 
object of evaluation, experts determine the 
required set of RIS (and, accordingly, their 
identifiers) RISO  ( )RISO RIS , that is 

1
{ }

ro

rs
rs

RISO
=

RISO =  ( 1, ),rs ro=  

where ro  – the number of assessed RIS at the 
facility. Next for every rsRISO  the sets of their 
vulnerabilities are determined rs V V  (and, 
accordingly, their identifiers), ie  

1
{ }rs

ro

rs=
=V ,

1 1
{ { }}

rs

rs uz

nro

rs uz
V

= =

 ( 1, ,rs ro=  

1, ),rsuz n=  
where rsn  – possible number of identified 

vulnerabilities rs - of the estimated RIS 
)( rsRISO . 

Step 3 (Determining the set of risk 
assessment parameters) 

Here we introduce a set of risk assessments 
LR  for the defined in the second step RISO, ie at 

1,rs ro=   

1
{ }rs

ro

rs
LR

=

= =LR 1{ , ...,LR }rsLR . 

So, for RE for each vulnerability reflected by 
the identifier ,rs uzV  introduce sets rsLRV  at 

1,rs ro=  and 1, rsuz n= , ie 

1
{ }rs

ro

rs=
= LRV ,

1 1
{ { }}

rs

rs uz

nro

rs uz
LRV

= =

, 

where ,rs uzLRV  – quantitative risk assessment 
for each uz-th vulnerability of rs-th РІС on yhe 
object. To display the result of the RA, we will use 
the LV "RISK DEGREE" (RD), presented in the 
form of a tuple. 

Further, to ensure the evaluation process, 
indicators are taken as a basis CVSS [1] with 
NVD. To do this, define the required sets of 
parameters iEP , ( 1, )i g= , used for evaluation, 

ie =EP
1

{ }i
g

i=
EP 1 2{ , ,...,EP EP= }gEP , 

where g – the number of sets of such parameters. 
Note that for version 3 estimations of CVSS 

[1], in which, unlike version 2.0, the metrics of 
operation (АС, AV, PR, UI) calculated for the 
vulnerable component, and impact metrics (С, І, 
А) for the attacker. This makes it possible to 
distinguish between vulnerable and attacking 
components, for example, when g = 3 can be 
determined by the following sets of values – 

3

1
{ }i

i=
=EP  1 2 3, ,EP EP EP ={ ,B  ,T  E }  

( 1,3 )i = , 
where:  
B  – basic (Base) estimations, which are 

presented as a set  

1
{ }

rs

uz

n

uz
B

=

=B  ( 1, )rsuz n= , 

whose members are formed on the basis of a 
group of sets of parameters ,uzAV ,uzAC

,uzPR ,uzS ,uzUI  ,uzC ,uzI uzA  ( 1, ),rsuz n=  
where:  

uzAV  – cyber-attack vector, which is 
represented as a set 

,

4

1
{ }uz uz av

av
AV

=

AV =

 ,1 ,4, ...,uz uzAV AV= =  , , ,N A L P   

( 1, , 1,4)rsuz n av= = , where: N – 
«Network» = 0,85; A – «Connected network» = 
0,62; L – «Local access» = 0,55; P – «Physical 
access» = 0,2,  

uzAC  – the complexity of the cyber-attack, 
represented by the set  

uz =AC ,

2

1
{ }uz ac

ac
AC

=

 ,1 ,2,uz uzAC AC=  ,L H=
  

( 1, , 1,2)rsuz n ac= = , where: L – «Low» 
= 0,77; H – «High» = 0,44,  

uzPR  – compliance with the authority 
represented by the plural  
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,

3

1
{ }uz uz pr

pr
PR

=

= =PR

,1 ,2{ , ,uz uzPR PR ,3}uzPR =   , ,N L H   

( 1, ,rsuz n=  1,3)pr = , where: N – 
«Absent» = 0,85;  

L – «Low» ,1

,2

0,62 ,
0,68 ,

uz

uz

at S U
at S C

=
= 

=
with 

uzS  – action scope, which can be represented 
as a set  

uz =S ,

2

1
{ }uz s

s
S

=

 ,1 ,2,uz uzS S=

 ,U C=
  

( 1, , 1,2)rsuz n s= = , where: U – «No 
changes»; С – «Changing»);  

H – «High» ,1

,2

0,27 ,
0,50 ,

uz

uz

at S U
at S C

=
= 

=
  

uzUI  – user interaction, represented by the set  

uz =UI ,

2

1
{ }uz ui

ui
UI

=

 ,1 ,2,uz uzUI UI=

 ,N R=
  

( 1, , 1,2)rsuz n ui= = , where: N – «No 
need» = 0,85; R – «Is required» = 0,62,  

uzC  – impact on privacy, defined as a set 

,

3

1
{ }uz uz c

c
C

=

= =C ,1 ,2{ , ,uz uzC C

,3}uzC =  , ,N L H   

( 1, ,rsuz n= 1,3)c = , where: N – «Absent» 
= 0; L – «Low» = 0,22; H – «High» = 0,56,  

uzI  – influence on integrity, which is 
represented by the set 

,

3

1
{ }uz uz in

in
I

=

=I = ,1{ ,uzI ,2 ,uzI ,3}uzI

 , ,N L H=   

( 1, ,rsuz n= 1,3)in = , where: N – 
«Absent» = 0; L – «Low» = 0,22; H – «High» = 
0,56,  

uzA  – the impact on availability, which can be 
represented by the plural

 
,

3

1
{ }uz uz ai

ai
A

=

=A = ,1{ ,uzA ,2 ,uzA

,3}uzA =  , , ,N L H   

( 1, ,rsuz n= 1,3)ai = , where: N – 
«Absent» = 0; L – «Low» = 0,22; H – «High» = 
0,56;  

Т – temporal estimates, which in accordance 
with paragraph 4.6 are presented as a set 

1
{ }

rs

uz

n

uz
T

=

=T
 
( 1, )rsuz n= , 

whose members are determined by a group of 
sets of parameters: ,uzEX ,uzRL uzRC  

( 1, ),rsuz n=  where:  

uzEX  – usability, which can be displayed as 
a set 

,

5

1
{ }uz uz ex

ex
EX

=

=EX =

 ,1 ,5, ...,uz uzEX EX =

 , , , ,X U POC F H   

(uz = 1, ,rsn  1,5)ex = , where: Х – «No 
data» = 1; U – «Theoretical (no evidence)» = 
0,91; POС – «Experimental» = 0,94; F – 
«Functional» = 0,97; H – «High» = 1,  

uzRL  – the level of correction (indicator of 
the degree of readiness of the decision), which is 
determined as a set  

,

5

1
{ }uz uz rl

rl
RL

=

=RL =

 ,1 ,5, ...,uz uzRL RL = { , ,X OF ,TF
, }W U   

( 1, ,rsuz n= 1,5),rl =  where: Х – «No 
data» = 1; OF – «Official patch» = 0,95; TF – 
«Interim solution» = 0,96; W – «Solutions based 
on tips and tricks» = 0,97; U – «Absent» = 1,  

uzRC  – the reliability of the report (an 
indicator of the degree of reliability of 
information), which is represented by the set 
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,

4

1
{ }uz uz rc

rc
RC

=

RC =

 ,1 ,4, ...,uz uzRC RC= = { , ,X U , }R C   

( 1, ,rsuz n= 1,4),rc =  where: Х – «No 
data» = 1; U – «Undefined» = 0,92; R – 
«Justified» = 0,96; C – «Confirmed» = 1;  

Е – environmental metrics 
(Environmental), presented as a set 

1
{ }

rs

uz

n

uz
E

=

=E  ( 1, ),rsuz n=  

whose members are determined by a group of 
sets of parameters: ,uzCR ,uzIR ,uzAR  uzMS
, uzMAV , uzMAC , uzMPR , uzMUI , 

uzMC , uzMI , uzMA  (uz =  1, ),rsn  where:  

uzCR  – confidentiality requirements defined 
as a set  

,

4

1
{ }uz uz cr

cr
CR

=

=CR =

 ,1 ,4, ...,uz uzCR CR =  , , ,X L M H   

( 1, ,rsuz n=  1,4),cr =  where: Х – 
«Undefined» = 1; L – «Low» = 0,5; M – 
«Medium» = 1; H – «High» = 1,5,  

uzIR  – integrity requirements represented by 
the set  

,

4

1
{ }uz uz ir

ir
IR

=

=IR = ,1{ , ...,uzIR

,4}uzIR =  , , ,X L M H   

( 1, ,rsuz n= 1,4),ir =  where: Х – 
«Undefined» = 1; L – «Low» = 0,5; M – 
«Medium»= 1; H – «High» = 1,5,  

uzAR  – accessibility requirements, presented 
in the form of a set 

,

4

1
{ }uz uz ar

ar
AR

=

=AR =

 ,1 ,4, ...,uz uzAR AR =  , , ,X L M H  

( 1, ,rsuz n=  ar = 1,4),  where: Х – 
«Undefined» = 1; L – «Low» = 0,5; M – 
«Medium» = 1; H – «High» = 1,5,  

uzMS  – modified action scope, which can be 
represented as a set 

uz =MS ,

3

1
{ }uz ms

ms
MS

=

 ,1 ,2 ,3, ,uz uz uzMS MS MS=  , ,X U C=
  

( 1, , 1,3),rsuz n ms= =  where: Х – 
«Undefined»; U – «Unchanged»; С – 
«Changing», 

uzMAV  – modified cyber-attack vector, 
which is represented as a set 

Medium ,

5

1
{ }uz uz mav

mav
MAV

=

MAV =

 ,1 ,5, ...,uz uzMAV MAV= =

 , , , ,X N A L P  

( 1, , 1,5)rsuz n mav= = , where: Х – 
«Undefined» = 1; N – «Network» = 0,85; A – 
«Connected network» = 0,62; L – «Local access» 
= 0,55; P – «Physical access» = 0,2,  

uzMAC  – modified complexity of a 
cyberattack determined by the set 

uz =MAC ,

3

1
{ }uz mac

mac
MAC

=

=

 ,1 ,2 ,3, ,uz uz uzMAC MAC MAC

 , ,X L H=  

( 1, , 1,3)rsuz n mac= = , where: Х – 
«Undefined» = 1; L – «Low» = 0,77; H – «High» 
= 0,44,  

uzMPR  – modified compliance with the 
authority represented by the set  

,

4

1
{ }uz uz mpr

mpr
MPR

=

= =MPR

,1 ,2{ , ,uz uzMPR MPR

,3 ,4, }uz uzMPR MPR =   , , ,X N L H  

( 1, ,rsuz n=  1,4)mpr = , where: Х – 
«Undefined» = 1; N – «Absent» = 0,85;  

L – «Low» 
,1

,2

0,62 ,
0,68 ;

uz

uz

at MS U
at MS C

=
= 

=
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H – «High» ,1

,2

0,27 ,
0,50 ,

uz

uz

at MS U
at MS C

=
= 

=
  

uzMUI  – modified interaction with the user, 
represented by the set  

uz =MUI ,

3

1
{ }uz mui

mui
MUI

=

 ,1 ,2 ,3, ,uz uz uzMUI MUI MUI=

 , ,X N R=  

( 1, , 1,2)rsuz n mui= = , where: Х – 
«Undefined» = 1; N – «No need» = 0,85; R – 
«There is a need» = 0,62,  

uzMC  – modified impact on privacy 
determined by the set  

,

4

1
{ }uz uz mc

mc
MC

=

= =MC

,1 ,2{ , ,uz uzMC MC ,3 ,4, }uz uzMC MC =

 , , ,X N L H  

( 1, ,rsuz n= 1,4)mc = , where: Х – 
«Undefined» = 1; N – «Absent» = 0; L – «Low» = 
0,22; H – «High» = 0,56,  

uzMI  – modified effect on the integrity 
determined by the set  

,

4

1
{ }uz uz min

min
MI

=

=MI = ,1{ ,uzMI

,2 ,uzMI ,3 ,4, }uz uzMI MI  , , ,X N L H=  

( 1, ,rsuz n= 1,4),min =  where: Х – 
«Undefined» = 1; N – «Absent» = 0; L – «Low» = 
0,22; H – «High» = 0,56,  

uzMA  – modified effect on availability, 
represented by the set  

,

4

1
{ }uz uz mai

mai
MA

=

=MA =
 

,1{ ,uzMA ,2 ,uzMA ,3 ,4, }uz uzMA MA =

 , , ,X N L H  

( 1, ,rsuz n= 1,4),mai =  where: Х – 
«Undefined» = 1; N – «Absent» = 0; L – «Low» = 
0,22; H – «High» = 0,56. 

Next, we introduce the logical variable (LV) 
"LEVEL OF EVALUATION PARAMETER 

iEP " (
iEPK ), which is determined by the tuple 

[2, 3] <
iEPK , ~ EPiK

T , 
iEPX >, where the base 

term sets are initialized by m-terms 

1~~ EP jEP ii

m

KK
j

T
=

=T , for which, respectively, 

determine their intervals of values for each iEP , 

( 1, )i g=  – 1[ EPi
k ; 2EPi

k [, [ 2EPi
k ; 3EPi

k [, …, [

1EP ji
k

−
; [,EP ji

k  [ EP ji
k ; 1[,EP ji

k
+

…, [ ;EP mi
k  m 1EPi

k
+

]. 
Next, using the appropriate method [4], which 

is implemented using four stages, the conversion 

of intervals into fuzzy numbers (FN) – 
~ EP jiK
T

 
= 

(аij; bi1j; bi2j; сij). 
To do this, we modify the expression of the 

method using the following redefinitions [4]: 

2j ja b= , 1j jc b= , where 1,j m= , (m – 

number of term sets) 1 11a b= =0 і 2m mc b= =

1mk +
. 

Significance assessment of iEP  is performed 
using parameters from the set 

{ } ( 1, )iLS i g =LS , and estimation of the 
current value of the estimation parameter – by 
means of set ,{ }uz iepep  
( 1, , 1, )rsuz n i g= = . 

Step 4 (Determining the number of term 
sets) 

The number of term sets that will be used in 
the RA process is determined. If necessary, the 
initial number of term sets can be changed. For 
this purpose, for the equivalent transformation of 
m-dimensional terms of FN LV DR(m) in DR(m-n) 
or DR(m+n) and ( )

i

m
EPK  in ( )

i

m n
EP

−K or ( )
i

m n
EP

+K  it is 
proposed to use methods of realization of function 
of transformation of LV standards [5]. 

Step 5 (Assessment of the evaluation 
parameters significance level). This step is 
interrelated with a similar step of the method 
described in [5]. 
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Step 6 (Determination of reference values of 
the risk degree).  

In this step, the reference values for LV DR are 
determined, that is, the number of terms in the 

base term set is specified ~ DRT , where they 

correspond to a given range of values in the range 
from drmin to drmax. 

Step 7 (Determination of evaluation 
parameters reference values). 

Experts determine the standards of parameters 
for LV EPi

K , that is, the number of terms in the 

term set 
~ EPiK
T  is specified. 

To convert intervals into FN, we use the 
method proposed in [5], which is implemented 
using four stages. For convenience of estimation 
parameters display through FN  tab. 1 was used. 
Table 1 
Determination of FN values of estimation 
parameters 

iEP  

FN ~ EP jiK
T = (аj, b1j, b2j, сj)LR for 

1~ EPiK
T  – 

~ EP miK
T , ( 1,j m= ) 

1~ EPiK
T  … ~ EP jiK

T  … ~ EP miK
T  

1EP  (а11; b111; 
b121; с11) 

… (а1j; b11j; 
b12j; с1j) 

… (а1m; b11m; 
b12m; с1m) 

… … … … … … 

iEP  (аi1; bi11; 
bi21; сi1) 

… (аij; bi1j; 
bi2j; сij) 

… (аim; bi1m; 
bi2m; сim) 

… … … … … … 

gEP  (аg1; bg11; 
bg21; сg1) 

… (аgj; bg1j; 
bg2j; сgj) 

… (аgm; bg1m; 
bg2m; сgm) 

Step 8 (Estimation of current parameter 
values) 

For each evaluation parameter  
3

1
{ }i

i=
=EP   1 2 3, , =EP EP EP {

,B  ,T  E } ( 1 3)i ,=  

determined ,uz iep  ,rs uzV , ( 1, ,rs ro=

1, rsuz n= ), that is ,{ }uz iep  = { ,uzep B , ,uzep T

, ,uzep E }.  

The value of each of the parameters can be 
taken from known databases or determined by 
appropriate formulas [1]: 

1 ,1

1 ,2

0 0,
(min[( ),10]) ,
(min[1,08 ( ),10]) ,

uz

uz uz uzuz

uz uz uz

at IM
roundUp IM EXb at S UB
roundUp IM EXb at S C




+ == 
  + =

 

where 1roundUp ( ) – function for rounding 
to the first decimal place (for example, 3,822 will 
be rounded to 3.8);  

,1

15

,2

6,42 ,
7,52( 0,029)

3,25( 0,02)
,

uz uz

uz
uz

uz

uz

ISC at S U
ISC

IM
ISC

at S C

=


− −
= 

− −
 =

 

where  

, , ,1 ((1 )(1 )(1 ))uz uz c uz in uz aiISC C I A= − − − − , 

values ,uz sS , ,uz cC , ,  we obtain on 
the basis of step 3 of this method, and  

, , , ,8,22uz uz av uz ac uz pr uz uiEXb AV AC PR UI= , 

1 , , ,( )uz uz uz ex uz rl uz rcT roundUp B EX RL RC= , 

where the values ,uz exEX , ,uz rlRL  і ,uz rcRC  
also obtained on the basis of step 3 of the method; 

1

, , ,

,1

1

, ,

,1

0 0,
(min[( )

,10])
,

(min[1,08( )

,10])
,

uz

uz uz

uz ex uz rl uz rc
uz

uz

uz uz

uz uz rl uz rc

uz

at MIM
roundUp MIM MEXb

EX RL RCE
at MS U

roundUp MIM MEXb

EX RL RC
at MS C








+


= 
=


+



 =


 

where:  

,uz inI ,uz aiA
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,1

15

,2

6,42( ) ,
7,52( 0,029)

3,25( 0,02)
,

uz uz

uz
uz

uz

uz

MISC at MS U
MISC

MIM
MISC

at MS C

=


− −
= 

− −
 =

а ,8,22uz uz mavMEXb MAV= ,uz macMAC

, ,uz mpr uz muiMPR MUI  і  

, ,min[(1 (1 )uz uz mc uz crMISC MC CR= − −

, ,(1 )uz min uz irMI IR−

, ,(1 )),uz mai uz arMA AR− 0,915] , 

while values ,uz msMS , ,uz mavMAV , 

,uz macMAC , ,uz mprMPR , ,uz muiMUI , 

,uz mcMC , ,uz crCR , ,uz minMI , ,uz irIR , 

,uz maiMA , ,uz arAR  pre-defined in step 3 of this 

method. Here uzE  is a corrective evaluation 

parameter that determines uzB  and uzT . 
For clarity, the results of the calculations are 

entered in table. 2, where ,uz ijλ  – the level of 

affiliation of the carrier ,uz iep  to the fuzzy subset 

~ EP jiK
T .  

Similar transformations are carried out for all 

,rs uzV . 
Table 2 
Classification of current values of evaluation 
parameters 

iEP  

,uz ijλ  for ~ EP jiK
T  ( 1, ,rsuz n=

1,i g= , 1,j m= ) 

1~ EPiK
T  … ~ EP jiK

T  … ~ EP miK
T  

1EP  ,11uzλ  … 
,1uz jλ  … 

,1uz mλ  

… … … … … … 

iEP  , 1uz iλ  … 
,uz ijλ  … 

,uz imλ  

… … … … … … 

gEP  , 1uz gλ  … 
,uz gjλ  … 

,uz gmλ  

Step 10 (Risk degree assessment) 

This step calculates the risk indicators for each 
vulnerability reflected by the identifier ,rs uzV  
according to the formula 

, ,
1 1

( )
j

gm

rs uz lr i uz ij
j i

LRV K ks LS λ
= =

 
=  

 
  , 

where 
jlrK = 90 – 20(m – j), 

1

1
( ... )i

ks
LS LS

=
+ +  – rationing factor, 

,uz ijλ  ( 1, ,rsuz n= 1,i g= , 1, ,j m= ) 

determined for each ,rs uzV  ( 1, ,rs ro=

1, )rsuz n= , and LSi, ( 1, )i g=  depending on 
the significance of the parameter. 

Step 11 (Formation of a structured risk 
parameter) 

Based on the calculated value of ,rs uzLRV  
and constructed standards form a structured 
parameter of the risk degree RD by expression: 

1

,

,

, ,

1 ,

, 1 ,

( ; )~

( ) 1;
( ; ( ( ));~

( ( )))~

( ) 1 ( ) 1,

j

j

j

rs uz DR

j rs uz

uz rs uz j rs uzDR

j rs uzDR

j rs uz j rs uz

LRV T

at LRV
SP LRV T LRV

T LRV

at LRV LRV







 

+
+

+






=


= 




   

 

where ,( ; )~ j
rs uz DR

LRV T  verbally interpreted 

as – «The risk degree ~ jDR
T  with a numerical 

equivalent ,rs uzLRV », and ,( ;rs uzLRV

,( ( ));~ j
j rs uzDR

T LRV

1
1 ,( ( )))~ j

j rs uzDR
T LRV

+
+ , as – «The risk 

degree with a numerical equivalent ,rs uzLRV , 

which borders ~ jDR
T  and 

1~ jDR
T

+

 along the border 
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~ jDR
T – ,( )j rs uzLRV  and 

1~ jDR
T

+

– 

1 ,( )j rs uzLRV + ». 
With the help of RD both the numerical value 

of the degree of risk and its linguistic 
interpretation can be obtained. 

Also, can be calculated the average value 

rsLR  by estimation resource: 

rsLR = ,
1

( ) /
rsn

rs uz rs
uz

LRV n
=

 . 

Thus, the presented method of assessing the 
risks of IS based on open database vulnerabilities 
by modifying the procedures for determining the 
set of RA parameters and estimating the current 
values of parameters with the possibility of 
integration (as an alternative to expert estimates) 
of CVSS values (version 3.0) presented in NVD 
distinguish between vulnerable and offensive 
components, and also allows for the 
implementation of operational assessment and 
monitoring (real-time) of risks without the 
involvement of experts in the relevant subject 
area. 

3. Information security risks 
assessment system 

On the basis of the developed method the 
corresponding system of IS RA which due to use 
of structural components of subsystems of 
formation of primary and secondary data, and also 
components of their modules of initialization of 
input data, formation and transformation of 
reference values, weighing of estimation 
parameters and their adjustment, estimation of RD 
and generation of report, which implemented the 
proposed method, allows to provide certain 
properties of adaptability and efficiency in RA of 
RIS security  in real time. Such a system, using 
CVSS metrics, allows to perform RA in real time, 
as well as at the request of the user to transform 
the reference LV without the involvement of 
specialists in the relevant field. In addition, the 
system provides the function of editing these 
metrics, using the built-in CVSS-calculator 
version 3.0 [1]. 

The structural solution of the proposed system 
(Fig. 1) consists of two basic components that 
reflect the subsystems of primary (SPDP) and 

secondary data (SSDP) processing. We describe 
the composition of each of the subsystems. 

The SPDP subsystem is intended for primary 
processing of initial values and includes the 
module of input data initialization (MDI), and also 
modules of formation (MFR) and conversion 
(MCR) of reference values. 

The SSDP subsystem, using CVSS metrics, 
performs the transformation of the primary 
parameters coming from the SPDP in order to 
form the final estimates of the RD. It consists of a 
module for weighing evaluation parameters 
(MWP) and their adjustment (MAP), as well as 
modules for estimating RD (MRD) and 
generating a report (MGR). 

Let’s consider the functional purpose of each 
of the modules of the subsystems. Thus, MDI is 
designed to form and identify many RIS and 
vulnerabilities of the evaluation object.  

Here based on the set RIS  for the specified 
object experts determine the required set of RIS 
(and, accordingly, their identifiers) 

1
{ }rs

ro

rs=
RISO = RISO  ( 1, ),rs ro=  where 

ro  – the number of assessed RIS at the facility.  
Next, for every rsRISO  determined the sets 

of their vulnerabilities 
1

{ }rs

ro

rs=
=V

,
1 1

{ { }}
rs

rs uz

nro

rs uz
V

= =
 ( 1, ,rs ro=  1, ),rsuz n=  

where rsn  – the possible number of identified 
vulnerabilities of rs -th estimated RIS 

)( rsRISO .  
As input for the MDI can be used, for example, 

the results of the program to check the system for 
penetration (Penetration test).  

Such software, as a rule, analyzes the specified 
object, searching for vulnerabilities of its RIS in 
cyberspace (according to ISO / IEC 27032: 2012, 
cyberspace can be understood as a complex entity 
that actually exists as a global set of processes of 
interaction of people, software and Internet 
services in networks (including technological 
equipment connected to them), but which does not 
manifest itself in any known, material form). 

Thus, a list is formed in the form of a set of 
RIS vulnerabilities of the studied object. To 
obtain a set of RIS and a set of relevant 
vulnerabilities in MDI, performed the processing 
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of the corresponding report obtained from 
specialized software (level - Penetration test), 
which contains information about RIS and 
vulnerabilities with the specified CVSS metrics. 

Next, the list of vulnerabilities and RIS is 
initialized for further transmission to the MFR. As 

a result of the work of the MDI, all identified 
MFRs arrive at the entrance rsRISO , rsV  and 
their CVSS metrics. 

 
 

  
Figure 1: Structural solution of the IS RA system in real time 

Next, the MFR performs the formation of a set 
of parameters: 

− 
1

{ }rs

ro

rs=
=LR LR

 
( 1, )rs ro= , 

where rsLR  – quantitative risk assessment of 

rs − th RIS on object (used for rsRISO );  

− =LRV
 1

{ }rs

ro

rs=
=LRV  

,
1 1

{ { }}
rs

rs uz

nro

rs uz
LRV

= =

 ( 1, ,rs ro=  

1, ),rsuz n=  where ,rs uzLRV  – quantitative risk 
assessment for each uz − th vulnerability of rs −

th RIS on the object (used for the RA for each 
vulnerability reflected by the identifier ,rs uzV );  

− DR, where LV «RISK DEGREE» is 

represented as a corresponding tuple <DR, ~ DR
T , 

XDR> (is used to display the RA result);  

− =EP
1

{ }i
g

i=
EP  ( 1, )i g= , 

where g – number of sets of evaluation parameters 
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(used to ensure the evaluation process, based on 
CVSS indicators); 

− 
iEPK , where LV «LEVEL OF 

EVALUATION PARAMETER iEP » 

determined by the tuple <
iEPK , ~ EPiK

T , 
iEPX > 

(used to display evaluation results using CVSS 
metrics). 

Formed LVs DR and 
iEPK  are transmitted to 

the input of the MCR, where for each of the terms 

1~ DR
T ,…, ~ jDR

T ,…, ~ mDR
T  і 

1~ EPiK
T , 

2~ EPiK
T ,…, 

1~ EP jiK
T

−

, 
~ EP jiK
T , …, 

~ EP miK
T  the transformation is 

implemented according to the specified range of 
values [dr1; dr2[, …, [drj; drj+1[,…, [drm; drm+1] і 

1[ EPi
k ; 2EPi

k [, [ 2EPi
k ; 3EPi

k [, …, [ 1EP ji
k

−
; EP ji

k [, 

[ EP ji
k ; 1[,EP ji

k
+

…, [ ;EP mi
k  m 1EPi

k
+

] to FN. Also in 
MCR the procedure of variation by the order of 
LV is implemented. Thus, for the equivalent 
transformation of m-dimensional terms of FN LV 
DR(m) to DR(m–n) or DR(m+n) and ( )

i
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EPK  to ( )
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−K
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m n
EP

+K  in MCR methods of transformation of 
LV standards are used. As a result of 
transformations on output of SPDP arrive 

rsRISO , rsV  and their CVSS metrics, EРi, LV 

DR and 
iEPK , as well as formed sets LR  і

rsLRV  for RA. 
Significance levels of estimation parameters 

are defined in MWP SSDP iLS  ( 1, )i g=  and 

their current values ,uz iep  from SPDP, for 

example, 
3

1
{ }i
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Then, with the help of reference values, the 

process of fasification is carried out, which is 
associated with the determination of affiliation of 

,uz iep  to a given FN, after which values ,uz ijλ  are 
formed. Also in MWP the graphic interpretation 
of estimation parameters is carried out B, T and E. 

If necessary, it is possible to adjust the CVSS 
metrics using the MAP, which implements their 
redefinition due to the built-in CVSS-calculator 
(see Fig. 2). Adjusted parameters B’, T’ and E’ 
are transferred back to the MWP. 

Data from MWP ,iLS  ,uz iep  and ,uz ijλ  enter 
the MSP, where for each vulnerability reflected by 
the identifier ,rs uzV , SR evaluation is 

implemented ,rs uzLRV , and the average value is 

calculated rsLR  for RIS.  

 
Figure 2: Built-in CVSS-calculator with graphical interpretation of CVSS metrics 

Next, based on the calculated value ,rs uzLRV
, rsLR  and constructed standards in the SPDP, 
the process of defasification, which is associated 
with the formation of a structured parameter of the 

RD uzSP , which allows to obtain numerical 
values of RD and its linguistic interpretation. 

On the basis of MGR, taking into account the 
results of SPDP and SSDP, a report is generated 
on the estimates of the RD (see Fig. 3), which 
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contains ,rsRISO  rsV , ,rs uzLRV , rsLR , their 
linguistic equivalents and graphical interpretation 
of the results. 

 
Figure 3: Example of the generated report 

 
The proposed real-time IS RA system, for 

example, can be implemented programmatically 
and work on the basis of the proposed basic 
algorithm (Fig. 4). 

According to this algorithm, the operation of 
the system begins with the initialization of the list 
of vulnerabilities and CVSS ratings (top 1) using 
a specialized program to check the system for 
penetration (Penetration test).  

This procedure in the software implementation 
can, for example, be performed by the function 
OpenXMLFile (), which opens the file in XML 
format and implements its parsing. XML file 
parsing is used to initialize (fill in) fields in the 
Vulnerability class with the following structure: 

 

 
Figure 4: Basic algorithm of IS RA system operation 

class Vulnerability 
    { 
        public string Id { get; set; } 
        public string Description { get; set; } 
        public string VulClass { get; set; } 
        public string vectorCVSS { get; set; } 
        public Metrics metrics; 
        public Vulnerability() 
        { 
            metrics = new Metrics(); 
        }}. 
After identifying the next vulnerability 

(Vulnerability class), its characteristics are 

entered into the List container, resulting in the 
formation of a structure – List <Vulnerability>. 
Next, after generating a list of vulnerabilities 
(vertex 2), its contents are written to the ListBox 
component with rsRISO , rsV  and their CVSS 
estimates. 

Next, in the loop (vertex 3) performs a 
selection of vulnerabilities (vertex 4) from the 
ListBox (Select Vul) and their graphical 
interpretation (vertex 5) CVSS metrics (Fig. 2). 
This process provides the appropriate event 
handler - the lbVul CVSS_ 
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SelectedIndexChanged function. The moment the 
SelectedIndexChanged event occurs when the 
index of the selected ListBox component changes. 
The lbVulCVSS_SelectedIndexChanged function 
graphically displays CVSS metrics based on the 
LiveChart library. CVSS metrics are displayed in 
the form of a bar chart (see Fig. 2), which is 
achieved using the following block of program 
listing: 

сhartCVSS.Series.Add(new ColumnSeries() 
            { 
                Title = 

vulList[lb.SelectedIndex].Description, 
                Values = new 

ChartValues<ObservableValue>() 
                { 
                    new 

ObservableValue(vulList[lb.SelectedIndex].metri
cs.baseVector.CommonScore), 

                    new 
ObservableValue(vulList[lb.SelectedIndex].metri
cs.tempVector.CommonScore), 

                    new 
ObservableValue(vulList[lb.SelectedIndex].metri
cs.envirVector.CommonScore) 

                }, 
                DataLabels = true}); 
Next, with the help of a predetermined process 

(vertex 6) is the formation of LV 
iEPK  and DR, 

and sets are initialized for subsequent estimates 
LR  and rsLRV .  

After the formation of the necessary linguistic 
terms, the conversion of the given intervals into 
FN is performed, linguistic standards are formed 
and their graphical interpretation is realized 
(vertex 7). For clarity, the obtained CVSS metrics 
for each vulnerability are displayed on a graph 
with reference values EРi (see Fig. 5).  

Representation of terms of LV 
iEPK  in 

graphical form (in accordance with the software 
implementation of the system) is provided by the 
structure of TrapezeCreator, which may have, for 
example, such fields: 

struct Trapeze 
    { 
        public string degreeRisk; 
        public double a { get; set; } 
        public double b11 { get; set; } 
        public double b21 { get; set; } 
        public double c { get; set; } 
    }. 

The intervals that will be used to convert to FN 
are described by the Interval structure, which 
consists of the following fields: 

struct Interval 
    { 
        public double a { get; set; } 
        public double b { get; set; } 
    }. 

 
Figure 5: Graphical interpretation of the 

obtained CVSS metrics and standards of 
evaluation parameters 

Graphical interpretation of the obtained results 
(according to the proposed software 
implementation) is carried out using the function 
List <Trapeze> CreateTrapezeList (double 
lengthAsixX, int countTrap, params double [] 
intervalArr). Next, with the help of subroutines 
Interval, IncrementTerm, DecrementTerm and 
conditional vertices (vertices 8-13), which are 
used to control the need for additional data 
processing, ie converting the specified intervals 
into FN, the process of decrementing and 
incrementing the order of LV. 

Initialization of a new interval in the program 
is realized by means of the following block of 
program listing (verses 8-9): 

double[] interval = new 
double[intervalList.Count * 2]; 

for (int i = 0, k = 0; i < interval.Length; i++, 
k++) 

            { 
                interval[i] = intervalList[k].a; 
                interval[++i] = intervalList[k].b;}. 
Intervals are formed from a pre-formed list of 

intervalList, having the type List <Interval>, and 
are filled using the following block of program 
listing: 

private void bSetInterval_Click(object sender, 
EventArgs e) 

        { 
            string[] arrInterval = interval.Split(':'); 
            double a = 

Convert.ToDouble(arrInterval[0]); 
            double b = 

Convert.ToDouble(arrInterval[1]); 
            intervalList.Add(new Interval() { a = a, 

b = b });}. 
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The procedure of incrementing (vertices 10-
11) or decrementing (vertices 12-13) can be 
carried out, for example, using the developed 
functions List <Trapeze> IncrementTrapezeList 
(List <Trapeze> trapList, double lengthAsixX) or 
List <Trapeze> DecrementTrapezeList (List 
<Trapeze > trapList, double lengthAsixX).  

On the basis of the received CVSS metrics the 
estimation (top 14) is realized iLS  and 

classification of ,uz ijλ obtained ,uz iep  
(fasification). 

If necessary (vertex 15) CVSS metrics are 
adjusted B, T and E (vertex 16). Next, using the 
data obtained iLS  and ,uz ijλ , estimated RD 

,rs uzLRV  (vertex 17) for each vulnerability 

reflected by the identifier ,rs uzV , and the average 

value is calculated rsLR . Here, based on the 

received ,rs uzLRV , rsLR  and constructed 
standards in the PDP, the structured parameter RD 
is formed uzSP  (dephasification).  

As a result of the calculations performed by the 
method of IS RA (vertex 18) a report is formed on 
the estimates of the RD (Fig. 6), which contains 

rsRISO , rsV , ,rs uzLRV , rsLR , their 
linguistic equivalents, as well as a graphical 
interpretation (vertex 19) of the results (Fig. 3). To 
verify the work of the developed software (see 
Fig. 6), a corresponding experimental study was 
conducted. 

 
Figure 6: Fragment of the software system interface  

To test the object of assessment for penetration 
used software to test the system for vulnerabilities 
- "Netsparker" (Fig. 7). 

 
Figure 7: Interface part of the vulnerability scanning program «Netsparker» 
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As a result of scanning the XML file with the 
list of RIS and their vulnerabilities (fig. 8) was 
formed for the further use as input data of the 
developed system of IS RA. 

 

Figure 8: XML file with a list of vulnerabilities 
Next, the input data is initialized as a list of 

vulnerabilities in the ListBox. 
In fig. 9 and fig. 10, respectively, visualized 

examples of the implementation of the function of 
transforming the order of LV DR, which is 
performed at the request of the user by activating 
the process of increment and decrement. 

 
Figure 9: The result of incrementing the order of LV DR 

 
Figure 10: The result of decrement of LV DR 

Based on the obtained information about the 
assessment components and vulnerabilities, the 
system implements the calculation (vertex 17) of 
the RD for each vulnerability and with the help of 
a subprogram (vertex 18) that implements the 

functions of the MGR, performs a graphical 
interpretation of the vulnerability of the LV DR at 
m=4 (see Fig. 11). All the obtained results are 
recorded in the report generated by MGR. 
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Figure 11: The result of the calculation of the RD for the identified vulnerabilities at the object of 

assessment 

4. Conclusions 

Thus, the structural solution of the real-time IS 
RA system is developed, which, due to the 
structural components of the subsystems of 
primary and secondary data generation, as well as 
their components of input data initialization 
modules, formation and conversion of reference 
values, weighing evaluation parameters and their 
adjustment, evaluation of RD and report 
generation, in which the proposed method is 
implemented, allows to provide certain properties 
of adaptability and efficiency in RA security of 
RIS in real time. 

Also on the basis of the offered structural 
decision the basic algorithm and the 
corresponding software for estimation in the form 
of application software system of RA which 
unlike known uses values of CVSS (versions 2.0 
and 3.0) of the indicators presented in the 
corresponding databases and allows real-time risk 
assessment of RIS security. 
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Abstract  
The paper presents applied aspects of the design and development of an automated passenger 
transportation management system for any transport company. A flexible architecture of the 
transport system (TS) is proposed, which is built according to the microservice methodology 
and simplifies the synchronization processes between drivers and operators. Vehicle 
information is updated via GPS. The proposed design approaches allow to customize the TS 
to the individual needs and initiatives of customers and quickly expand functionality and add 
new features and services. In addition, the system can be used as an intermediate node for 
embedding in an existing system to collect information and provide a graphical user interface 
for operators. 
 
Keywords   
Transport system, automated system, GPS, microservices architecture. 

1. Introduction  

Transport is one of the most important 
branches of social production and it is designed 
to meet the needs of the population in 
transportation. In Ukraine, most bus services are 
provided by small private enterprises. Their fleet 
of vehicles provides urban, long-distance and 
international transportation in Europe and the 
CIS. A feature of the work of private operators is 
the difficulty of control and the lack of a single 
system for monitoring vehicles on routes, which 
is often an obstacle to making operational 
decisions to optimize the operation of transport. 
In this regard, there is a need to create an 
automated passenger traffic management system 
with the following capabilities: 1 

• Storage and management of information 
about vehicles and their technical 
characteristics; 
• Driver information management: current 
position during the trip, contact details, the 
vehicle to which they are assigned; 
• Ability to expand locations on the map 
and update them: location is a material point,  
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which is added by the operator to establish a 
point of repair, parking, stopping, etc.; 
• Keeping records of reference data on 
emergency repair and synchronization of data 
from external resources; 
• Creating routes using external APIs, 
using software to store information in internal 
repositories and caching this data for the 
fastest response from the server; 
• Systematize available information for 
planning future transportation; 
• Automatic processing of the vehicle’s 
arrival to the final stop and the ability to 
adjust the time in case of trip delays. 
In recent years, researchers have shown great 

interest in the public transport system. This is 
largely due to the growth of cities and transport 
development of territories [1]. The principles of 
creation and features of transport systems (TS) 
architecture are widely discussed, which can 
provide important programs and services to 
improve the safety and mobility of passenger 
traffic, as well as to optimize transport resources 
and time [2-4]. The article [5] discusses public 
transport management systems for future smart 
cities built using Internet of Things (IoT) 
systems. TS is actively used in the architecture 
based on the joint use of IoT and geographic 
information systems (GIS), which have great 
potential to support decision-making in various 

313

mailto:victoria.klepatska@gmail.com(A
https://orcid.org/0000-0001-5613-6546


fields of human activity [6-8], including public 
transport. Thus, in [9] a project of emergency 
management system for public transport 
networks was presented, which uses IoT 
technologies for traffic monitoring, as well as 
GIS to facilitate situational awareness and 
emergency operations. This work [10] explores 
how to develop an extremely flexible and 
comprehensive architecture for TS that can use 
the latest technologies, such as cloud computing 
and the subscribe-publish communication model. 

However, despite the large number of 
publications related to the development of 
transport management systems, it is important to 
consider the applied aspects of the development 
of their infrastructure and implementation stages 
of design solutions. 

In addition, one of the main problems 
associated with TS are external and internal 
integration processes, such as: the 
implementation of data dependencies and 
tracking their changes, tracking cars using 
intermediate services, and so on. 

Thus, the main goal of this project is to 
develop an automated passenger transportation 
management system of the transport company 
with the ability to: systematize data obtained 
during trips, receive instructions for creating and 
installing new services, infrastructure preparation 
(ease and speed of deployment, integration of 
customer data, etc.), the ability to use the system 
on any platform and support for gadgets from 
phone to computer.   

2. Presentation of the main research 
material 

The main non-functional requirements (NFR) 
for the project are: 

• completeness of information and 
technical specifications; 
• availability of the service regardless of 
time; 
• the ability to expand the content; 
• dynamic cartography, independence 
from the map provider; 
• confidentiality of customer data; 
• security of obtaining data on 
synchronization of movements of system 
objects; 
• service of operators and drivers in real 
time with minimal delays; 

• design flexibility and ease of use by end 
customers; 
• the ability to scale the system and the 
number of services during support; 
• the possibility of the system deployment 
process on different platforms; 
• support for data integration using 
resources and sources implemented by the 
customer; 
• possibility of constant logging and data 
recovery; 
• simplification of visualization on mobile 
devices and tablets, to maintain the full 
consistency of data, as well as the use of the 
platform by operators in cases of inability to 
use a computer; 
• fast conversion of content with 
translation into other languages; 
• dynamic specifications (vertical 
expansion): CPU speed, memory, disk space, 
network performance. 
In addition, to determine the progress of the 

project, functional sections were introduced, 
which in turn build the system as a whole: 
Models, Vehicles, Drivers, Contacts, Locations, 
Cities / Regions / Countries, Routes, Schedules, 
Trips, System Settings. 

2.1. Prerequisites for the 
implementation of the system  

With each passing day, the implementation or 
sequential integration of artificial intelligence 
(AI) according to [11] research is becoming an 
increasingly important process in information 
systems. Such services can allow you to build 
trips more accurately, help resolve conflicts, and 
more. This project is integrated with TomTom 
systems, which provide AI API for building and 
calculating trips. Such routes are close to real, 
and it becomes easier for drivers and operators to 
coordinate actions. 

Most modern systems use the Global 
Positioning System (GPS), which allows you to 
get the coordinates of vehicles and place marks 
on a virtual map [12]. 

It should be noted that the developed system 
also implements this approach and deepens it. 
This is an optimization model, when information 
is provided in small portions, and the user while 
navigating the virtual map loads updated or 
changed data. This reduces the load on the server 
and facilitates display on the client application. 
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Additionally, the system provides the ability 
to automatically calculate and build routes, 
simplify the workflow for operators and 
synchronize statuses for system users. In 
addition, the system can be used as an 
intermediate node to integrate into an existing 
system and used to gather information and 
provide a graphical interface for operators. This 
approach saves time on reporting and allows you 
to use the data recorded in the system as 
automatically generated reports. This increases 
the level of security and also reduces the risk of 
error on the part of the operator. All current data: 
vehicle location, rerouting, trip status update, 
adding or deleting locations and system users, 
are stored at the information store level. 

Note that most of the existing logistics 
systems are tied only to the construction of 
vehicle tracking without the possibility of 
integration into this process of other users of the 
system, such as operators, administrators, 
persons who provide parking and repair 
facilities, etc. This project solves the main 
problem of transport companies: combining all 
operators, drivers and intermediate users of the 
system in a single application and saving current 
data for sequential analysis. 

Project consumers can choose their own 
configuration and use integration processes to 
enter existing data (drivers, locations, automotive 
objects, routes, etc.) using an external integration 
service. This allows you to not disrupt the 
technological processes of the business and make 
it easy to combine two or more projects in one 
ecosystem. 

It is assumed that the consumer is a self-
employed person or a commercial group who is 
interested in saving time and money on late 
shipments, and instead wants to use 
systematization, storing important data on travel 
and drivers for further analysis. Data analysis of 
this type can provide an understanding of how 
employees perform their work and will allow 
them to track problems without direct contact 
with operators. 

2.2. Implementation of constant 
vehicle tracking  

There are several basic approaches to 
obtaining information from external resources 
[13]: 

• Long Polling; 
• WebSockets; 

• Server-Sent Events. 
All of them allow you to get up-to-date 

information using external systems. 
WebSocket is a computer communication 

protocol that provides full-duplex 
communication channels over a single TCP 
connection. It is synchronous, which gives a high 
level of correctness, but connecting a large 
number of connections can lead to poor 
performance of the module. 

Server-sent events (SSEs) are a one-way 
communication channel where events are 
transmitted only from the server to the client. 
Events sent by the server allow browser clients to 
receive the stream of events from the server over 
an HTTP connection without constant polling. 

It was decided to use a combined approach to 
connect the system to the constant updating of 
vehicles via the GPS system: to create an 
intermediate module that will use web sockets, 
and to receive synchronous information. 

 As soon as the socket sends a new message 
from the vehicle tracker, this message is 
transmitted to the asynchronous queue. Thus, the 
queue will use the SSE approach, which sends 
messages to all system subscribers (authenticated 
users) through other communication channels 
(Fig. 1).  

2.3. Architectural approaches 
during implementation  

The project is based on the principles of the 
structure of micro-services, as shown in Fig. 2. 
The first service is a graphical user interface 
(GUI) layer what is a web application. The next 
mechanism in the system that provides most of 
the data changes and external resource providers 
is called the micro-service pool. A microservice 
is a small piece of system that can reside on 
different servers or even be embedded in a 
partition of an application, and works with 
external APIs, data warehouses, or prepares 
scheduling events. 

The basic access service (BDS) is a common 
component for connecting to the data access 
level (DAL) and some necessary plug-ins: 
mapping, service data, etc. An internal database 
is an abstract layer that can be switched between 
providers and has a single interface. The only 
limitation is the need to have entities that are 
used in the main application and stored 
procedures. This type of abstraction makes it 
possible to choose the most convenient provider 
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for the database and absolutely provides a 
connection to the structure, as separate as 
possible from dependencies. This principle is the 
principle of GRASP, Low Coupling & High 

Cohesion [14]. To understand below (Fig. 3), the 
main set of micro-services in system architecture 
is presented. 

 
Figure 1:  Combined approach to sending messages  

 
Figure 2:  Diagram of micro-service architecture  

 
Figure 3:  Micro-services in the system 
 

.
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External datasets will be processed by the 
Data Integration Service (DIS), which will then 
be passed to a mapping process, where the data is 
converted to an internal model. Authentication 
service (AS) is a modern generation of token 
systems called JWT (JSON Web Token). This 
service allows you to authenticate and then 
identify moderators using only a hash with 
metadata sealed in it. The Geolocation Service 
(GS) is the "core" of the project and its main 
part. This means that the GS directly affects the 
data, in addition, it must build linked lists and 
include some additional data about places and 
objects. 

It should be noted another pattern that was 
used during the implementation of the system: 
the Routing Service (RS) is based and configured 
using the TomTom API. To reduce requests, a 
Proxy template [15] has been implemented, 
which envelops this functionality and saves data 
to reduce the number of requests, thus reducing 
the cost of services (Fig. 4). 

 
Figure 4:  Proxy Pattern  

 
For example, if a route has the same location, 

the system will use the saved data instead of 
making a new request. 

The scheduler is the only module that can be 
either a separate service or a built-in part of the 
developed system. For the data warehouse, SQL 
Server was chosen, which provides the best 
connection experience and many features, such 
as triggers to schedule or even save data analysis 
if necessary. 

 

2.4. Internal processes of the 
system  

To explain the implementation, consider the 
Use-Case diagram in the Fig. 5, which presents 
the two main users of the system: the 
administrator and the driver. 

 
Figure 5:  Use-Case diagram  

 
As can be seen from the diagram, the driver 

has the following functionalities: go through the 
process of authorization and authentication, has 
automatic logging of its location and display in 
the application for administrators, can create 
requests to solve problems during trips, search 
for parking or repair; register intermediate 
statuses and terminate trips automatically or 
manually. 

In turn, the administrator monitors the 
capabilities and responsibilities of drivers, 
confirming actions, as well as coordinates and 
solves problems as needed: creates new 
administrators and moderators, drivers, logs in 
the system, creates locations, fills in new 
information for system users, sets stop for repairs 
and parking, solves problems and problems of 
drivers during trips, creates new routes and 
manages trips. 

The next step of implementation is the 
functions of creating new entities of the system, 
as shown below in the activity diagrams: the 
processes of creating a new driver, creating and 
making changes to routes and locations, creating 
a trip and accompanying processes during its 
execution. 

As shown in the Fig. 6 - the process of 
creating a driver begins with filling out a 
questionnaire and then it branches into two 
parallel processes, which can be asynchronous, 
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which means the possibility of their delayed 
completion. If necessary, a separate entry is 
created for the driver with a new bus or an 
existing one is selected. After filling out the 

questionnaire, you can additionally fill in the 
contact details. Finally, all processes are 
synchronized and sent to the database.  

 
Figure 6:  Activity diagram. Creating a driver and route  
 

.
Creating and updating routes begins with a 

modal window that offers to specify or redefine 
the starting point, if this has been done or the 
route already has a starting position, the user can 
select new intermediate stops or change existing 
ones. The final step is the process of specifying 
the last location, which cannot be changed after. 
The system automatically offers estimates of 
time and route length based on data obtained 
during route calculation. 

In order to start a trip, you need to create a 
new schedule or choose an existing one, after 
which the algorithm branches into two parallel 
processes: creating a system of stops with time 
intervals, setting metadata for a specific trip, as 
in Fig. 7. The system also has an automatic time 
calculation, which determines how much real 
time is required to travel the distance based on 
the geolocation of data. The process of creating 
metadata takes responsibility for specifying 
which bus, driver will perform the trip, as well as 
adjusting such parameters as date and time, etc. 

Finally, we note the life cycle of the entire 
system through a state diagram (Fig. 8), which 
indicates the process, starting from the creation 
of the user, ending with the trip process and 
logging its final destination. 

3. Conclusions 

The developed system and the conducted 
researches introduce the service methodology for 
creation or integration into the existing systems 
for simplification of processes of 
synchronization between drivers and operators. 
The proposed approaches allow you to customize 
the system to individual customer needs and 
allow you to quickly expand the functionality 
regardless of existing ones. 

As mentioned in the sections, each function 
or micro-service corresponds to an independent 
micro-service, which helps to increase the 
stability of the system. Despite the fact that the 
system already has a lot of services to address 
the basic needs of customers, it has and will 
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expand in commercial projects. This project 
solves the problem of bureaucracy when 
generating reports, analyzing trips, creating 
plans, etc. But the most important aspect it 
covers is the need to synchronize information 
between operators and drivers. 

As every professional employer wants to 
provide good working conditions, and in the 

transport industry there is a growing demand for 
personnel management, and the staff is 
expanding every year, there is a need to quickly 
form trip schedules to avoid conflicts. Conflict 
situations mean overlapping schedules of routes, 
as well as emergencies. .  

 
Figure 7:  Activity diagram for creating a new schedule  
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Figure 8:  Life cycle. State diagram   
 

It should also be noted that iterative 
operations were performed to increase 
optimization and correctness of the system, 
which led to an increase in possible connections 
to the tracking. All locations are stored in 
chunks, and when the client moves, it receives a 
new image with new data and cached previous 
ones, which saves memory and makes the 
application faster. Each route created by the user 
will be saved in the repository, and when the user 
tries to build a new route with multiple repetitive 
routes, this will result in retrieving the saved data 
instead of calling the API. This saves the client 
money and affects the performance of the 
application. 
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